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** Blue Sky



where we imagine what we can do with the technology. The purpose of this section is to inspire the reader and create a basis for further research and development that clearly defines the issues to potential funders from various arenas such as governments, foundations and corporations. Anyone who has seen a photo of the earth from space is immediately struck by how small our planet is and how interdependent our ecosystems are. Networks have the ability to enable us to rapidly learn from each other, solve problems together, and perhaps most important to audio engineers further creativity. Imagine if....
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Background



2.1



The importance of networks in audio



Analog audio needs a separate physical circuit for each channel. Each microphone in a studio or on a stage, for example, must have its own circuit back to the mixer. Routing of the signals is inflexible. Digital audio is frequently wired in a similar way to analog. Although several channels can share a single physical circuit (up to 64 with AES10), thus reducing the number of cores needed in a cable, routing of signals is still inflexible and any change to the equipment in a location is liable to require new cabling. Networks allow much more flexibility. Any piece of equipment plugged into the network is able to communicate with any other. However, installers of audio networks need to be increasingly aware of a number of issues that affect audio signals but are not important for data networks and are not addressed by current IT networking technologies such as IP. This need is discussed in further detail below. This paper aims to explain those issues and provide guidance that will allow installers and users to avoid the pitfalls and build successful networked systems.



2.2



Why audio tests the limit of networks



Despite their maturity and capability of transporting a wide variety of media, data networks often prove quite brittle for the transport of professional audio. This is due to several characteristics distinct to audio. First among these is the desire for high fidelity, especially in the production environment, which discourages the use of lossy encoding and decoding (codec) processes. Second, latency, a topic discussed further in Section 5.6, is an often critical factor. For professional applications, “the sooner the better” may have highly demanding constraints. Third, synchronization is also required in most situations. These issues are not fully independent as shown below. An audio stream of CD quality (stereo, 16 bit resolution, 44.1kHz sampling) requires 1.4 Mbps1 of data throughput, a quantity easily supported by existing wired LAN technologies although often 1



Note that this figure ignores packet headers and tails, control signals and possible retransmissions.
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2.3 Terminology and technology summary



not by commercial WAN or wireless environments. Available bandwidth may also be exceeded when the number of channels, resolution, or sampling rate are increased, or when the network capacity must be shared with other applications. In such cases, some form of data compression is required. Low latency is an important requirement in most professional audio environments, especially those dealing with real-time applications. Most trained ears can detect, and therefore suffer from latencies in excess of 5 to 15 ms.2 These latency constraints severely restrict the amount of computation that can be performed to achieve data reduction. Most importantly, all the sources of latency in the system must be considered, including A/D and D/A converters, digital processing equipment, and network transport. In a typical chain, audio may need to be transported from a source device to a processing unit, then to a mixer, and from there, to an amplifier. In a digital audio network, any network latency is multiplied by the number of such segments the data must traverse. Audio networks, as any other digital audio system, need signals to maintain synchronization over the entire system, ensuring that all parts are operating with the same number of samples at any one time. Synchronization signals may also be used to detect the exact moment when A/D and D/A converters should read/write their values. In most digital systems, synchronization signals are transmitted at the sampling rate, i.e., one sync signal for each sample. In audio networking, such an arrangement is often impossible to support, resulting in a more complex task for PLLs in order to ensure low jitter. It is also important to consider facilitating network management, in particular, when dealing with a large number of nodes. For this reason, recent networks typically adopt a star topology. This offers the benefit that, at least for a simple star, traffic between any two devices does not interfere with others, and also provides flexibility in adding, removing, and troubleshooting individual connections. Most network scenarios must support data crossing tens of meters in a LAN environment or several km in a WAN environment. These requirements are equally valid in audio networks. In addressing each of these requirements, their interdependencies become clear. For example, in order to reduce latency, either fewer audio samples must be transmitted in each packet, which thus increases overhead and bandwidth, or the network topology must be changed, for example, from a star to a bus, which decreases flexibility. To increase the quality of synchronisation, audio networks can include sync signals on the same cable, rendering them incompatible with generic network standards, forcing sync on the data transmission but disallowing switches between endpoints, which prohibits star topologies, or increases the clock regeneration complexity at the endpoint. Considering the combination of these various contraints, it becomes readily clear that professional audio transport severely tests the limits of networks.



2.3 2.3.1



Terminology and technology summary Transmission schemes



Audio distribution network technologies can be classified by the type of transmission scheme used: asynchronous, isochronous or synchronous. 2



Nuno doesn’t have a reference available to support this as the figure comes from informal discussion, e.g., with Kevin. Jeremy notes that a figure of 10ms sensitivity is substantiated by experiments in distributed performance, but it’s perhaps a bit of a stretch to assert that similar latencies cause “trained ears to suffer” without being specific as to what real-time application is being discussed.



5



Network audio technologies



Asynchronous communications are non-real-time communications such as web browsing and e-mail transport. The general purpose nature of asynchronous systems gives these transport technologies a wide market, high volumes and low costs. Examples of asynchronous communications systems include Ethernet, the Internet, and general purpose serial interfaces such as RS-232 and RS-485. Synchronous communications systems are specialized, purpose-built systems. A purpose-built system can be the best solution for a well focused data transport application. However, synchronous transport does not efficiently support a mixture of services. Carrying asynchronous data on a synchronous transport is inefficient and does not readily accommodate bursty asynchronous traffic patterns. Examples of synchronous communications systems include AES3, AES10, ISDN, T1 and the entire telephone network. An isochronous communication system is required to deliver quantifiable performance. Network isochronous performance is quantified in a service agreement on the connection between communicating nodes. The service agreement specifies things such as bandwidth, delivery delay and delay variation. Isochronous transports are capable of carrying a wide variety of traffic and are thus the most versatile networking systems. Examples of isochronous communications systems include ATM, IEEE-1394, USB. 2.3.2



Routing



The options afforded by a network with regards to routing of data and signals is a measure of the usefulness and flexibility of the network. In a system capable of point-to-point routing, direct communications from any source may only be conducted with a single destination. The point-to-point connections may be defined by the physical wiring or by the setting up of a connection as in placing a telephone call. Point-to-multipoint routing capabilities are exemplified by radio broadcast or a conventional analog cable television distribution system. In this routing scenario, transmitting and receiving nodes have fundamentally different capabilities. Communications is directed from transmitter to one or more receivers. Multipoint-to-multipoint represents a no-restrictions type of networking. Network connections may carry numerous discrete data streams in all directions. The multipoint-to-multipoint network operates as a highly connected mesh with any node reachable from any other node.
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Network audio technologies



Network audio technologies find application across a wide range of domains, including studio recording and production activities, archiving and storage, musical performance in theater or concert, and broadcasting. The architectures that support network audio are, at present, largely confined to ethernet-based solutions, with a few alternatives including IEEE 1394. Differences between the various implementations include issues of audio format, number of channels supported, and end-to-end transport latency. In addition to the large number of low-fidelity consumer applications for network audio streaming, various software architectures have been developed to support professional grade audio transport over Internet, albeit without the performance guarantees that characterize local area network solutions.
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3.1 Where we are today



3.1



Where we are today



Outside the telecommunications industry, audio networking was first conceived as a means of transferring work units within large studios and post-production facilities. In the 1990s when the digital audio workstation became the dominant audio production platform, standards based Token Ring (IEEE 802.5) and Ethernet (IEEE 802.3) networks were employed in the transfer audio files from one workstation to another. Initially these were non-real-time transfers but facility operators, technology providers and networking standards grew to allow real-time playback over the network for the purpose of media storage consolidation and final mix down and production. True real-time audio networking was first introduced in installed sound reinforcement applications. By the mid 1990s digital signal processing was in widespread use in this market segment. Digital signal processing improved the flexibility and scalability of sound reinforcement systems; It was now possible to infuse facilities like theme parks and stadiums with dozens or even hundreds of individually processed audio signals. There was now a need for an optimized distribution system for these signals; The flexibility of the new DSP systems needed to be matched by a flexible distribution system. Since audio was now processed in digital format, logically the distribution system should be digital. Live sound applications have been the last to adopt digital technology but with recent introduction of digital consoles and distribution systems targeted to live sound applications, this is all actively changing. Digital audio distribution systems have been based wholly or partially on telecommunications and data communications standards. AES3 is based on an RS-422 electrical interface. AES10 (MADI) is based on the electrical interface developed for the Fiber Distributed Data Interface (FDDI) communications standard. The predominant approach of technology providers continues to be a co-opting of telecommunications and data communications technology for audio distribution. Today the marketplace for digital audio networking might be described as fragmented.3 This is an ironic condition for a field whose basic mission is interconnect. Disparate performance requirements, market forces and the nature of technology development appear to each have had a hand in bringing us to this state of affairs. Audio networking has now found applications in many of the niches that make up professional audio. Each niche imposes its own technical requirements. The low-latency demands of live sound can be at odds with the flexibility and interoperability that is attractive to commercial installations. Recording studios demand impeccable audio performance and clock delivery. The scale of network installations varies from the 500 acre theme park on down to desktop audio production systems. These diverse requirements tend to segment the market and leave room for multiple technology players. A simplistic view of the audio networking landscape sees two camps: those who want to leverage ubiquitous communications technologies wholesale and make them work for audio, and those who are not shy about hijacking data communications technologies or inventing something unique to create systems that outperform anything done before. At present, each camp can point to strong advantages and disadvantages of their chosen approach and that of their rivals. The ability to 3



Must back up this comment with concrete evidence that starkly shows market fragmentation; Kevin responds “It was my intent that the three paragraphs that follow this one is the backing for this comment. Concrete evidence would take the form of a survey of marketing materials demonstrating the positioning as described. Do we want to go there?”
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3.2 Network architectures



differentiate in this manner sustains the existence of both approaches. Audio networking has probably attracted more than its fair share of attention from engineers and venture capital. You have adventurous entrepreneurs who say, “Hey, I bet this cool new technology can be used to network audio.” And they do it just for the sake of doing it. We need to recognize that a lot of the audio networks that have come and gone were solutions looking for problems. It wasn’t that long ago that the radical concept of audio networking was introduced to an industry that was very happy with perfectly good analog snakes and patch bays. There has been considerable research and development just to figure out how to realize all the promises of audio networking, and the types of business models that can support it economically. As a result we have left a lot of carnage on the trail behind us.4



3.2 3.2.1



Network architectures Network hardware



A network may be thought of as a collection of devices connected together via hardware and software, such that any device can communicate with any other connected device, with a principal benefit that resources can be shared. Networks are often characterized by a combination of their size, transmission technology and their topology. The network addressing architectures used today may be considered to fall into three broad categories: Broadcast, Multicast and Point-to-Point: • Broadcast implies a single communication channel that is shared by all devices connected to the network. Any message sent by any device is received by all other devices on the network • A variation of broadcasting is to allow specified devices to join a virtual group, such that a message sent by one member of the group goes to all other members of the group, but not to any other devices. This is known as multicasting, and it allows some of the benefits of broadcasting without swamping other network devices with irrelevant messages. • Point-to Point provides a specific connection between two specific devices with one sender and one receiver. This is also called unicasting. Any of these architectures may operate over wired or wireless media. The wired media includes copper wire and fiber optic connections (sometimes known as guided transmission). Wireless technology, described further in Section 3.3, includes terrestrial radio and satellite. 3.2.2



Topology



The physical connection determines how devices are connected together and the topology determines the shape of the network. Common topologies are described below: Bus – a single common wire that connects all devices together. This topology is rarely used now, but early Ethernet devices used coax cable that was connected to each device with a T-connector or “viper” tap. This should not be confused with modern virtual bus systems, such as IEEE 4



This section is very informal (folksy) but with a lot of potential. Who is “we”? Please provide back up and documention for all claims.
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3.2 Network architectures



1394, USB, or the original 10BASE-T Ethernet – these use point-to-point physical connections, but handle messages from one physical connection to the next in a similar way to the original physical bus systems. Star – devices are interconnected through centrally located network distribution hubs, such as repeaters, switches, or routers. Hubs may also be interconnected to create a star-of-stars topology. No loops are allowed in the star topology. Most Ethernet connections today are designed in some form of a star configuration. Daisy-chain – Devices are connected to one another end to end. Setup and wiring is simple for a daisy chain as no separate network equipment is required. Failure of a single device or connection in a daisy chain can cause network failure or split the system into two separate networks. Ring – Devices are connected to one another end to end - this implies that all devices must have two ports. The last device is connected to the first to form a ring. The ring topology is an improvement on the daisy-chain as a ring reverts to a still functional daisy-chain upon failure of a connection or a device. Point-to-point – Interconnect stands alone and may only directly connect to one other device. Devices may be permitted to have multiple dedicated connections giving the appearance of a network. Tree – devices are connected to one another end to end. Devices are allowed to make connections to multiple other devices. No loops are allowed in the tree topology. Spanning-tree – Any network topology is permitted. The network features distributed intelligence to deactivate individual links to produce a working spanning-tree star-of-stars configuration. Upon failure of network links or components, the network can automatically reconfigure, restoring deactivated links to route around failures. Mesh – Any network topology is permitted. Routing algorithms insure that traffic moves forward towards its destination efficiently utilizing all links and does not get caught in any of the loops in the topology. There are several loose classifications of network sizes, from Personal Networks to Global networks. A personal network is one that operates within roughly a residential room. Bluetooth, USB, and IEEE-1394 are good examples of a personal network. A Local Area Network (LAN) ranges in scale from two or three devices in a room, to a few thousand devices spread across a campus. A specific type of network that is a city wide network is called a Metropolitan Area Network (MAN). A wide area network is a network that connects devices in a country or on a continent. The Internet and public telephone system are examples of a global network. 3.2.3



Network software and the OSI model



The hardware is the physical connection but the communication is often governed primarily through software. For proper communication to take place a set of rules has to be established. These rules are called protocols. There are numerous rules in networking technology so a conceptual structure is needed to be put in place to manage them. This structure is a reference model to support all the protocols by dividing the functions into categories and removing irrelevant implementation detail. This process of removing irrelevant detail and distilling the essence of a scheme may be referred to as abstraction. The International Organization for Standardization (ISO) has created a seven-layer model called the Open Systems Interconnection (OSI) Reference Model to provide abstraction in network func9



3.2 Network architectures



tionality. The layers span from the users at the top of the model, to physical connection at the bottom of the model. The seven layers from the bottom up are Physical, Data Link, Network, Transport, Session, Presentation, and Application. Each layer has a specific function, but there may be a choice of possible protocols that can be selected from based on the needs of the application. Through abstraction, each layer only needs to know how to communicate with its peers of equivalent level in the other devices, and enough about the layer above and below to pass data to and receive from it. Abstraction makes it possible to use only those layers required to accomplish a specific goal. This provides a great deal of flexibility; for example, the TCP/IP model can be said to use all but the Session and Presentation layer of the OSI model. An example to illustrate this concept is that of the File Transfer Protocol (FTP), one of the popular protocols available in the Application layer. Since moving a file from one computer to another requires neither the dialog translation protocols of the Session layer nor the operating systems and user functions of the Presentation layer, these two layers can be by-passed through abstraction. Audio networking technologies have benefited from abstraction by using only Layers one and two as audio transports. Many popular professional Ethernet based audio networks only use the Physical and Data Link layers. The significant differences between these technologies are within the Data Link layer. The Physical layer provides the rules for the electrical connection. The type of connectors, cable, and electrical timing are all elements of this layer. Even though there is not a direct physical connection between devices using wireless technology, it is still considered physical layer technology due to the transmitter and receiver being a physical device. The Data Link layer defines the rules for sending and receiving information across the physical connection of devices on a network. Its primary function is to convert a stream of raw data into electrical signals that are meaningful to the network. This layer performs the functions of encoding and framing data for transmission, physical addressing, error detection and control. Addressing atthis layer uses a physical Media Access Control (MAC) address, which works only within the LAN environment. In contrast, IP addressing uses inter-network addresses. It is important to understand that these are different addressing schemes that reside at different layers. The Network layer defines protocols for opening and maintaining a path to the network between systems. It also is concerned with data transmission and switching procedures and hides such procedures from upper layers. Routers operate at the Network Layer. The most popular protocols are Internet Protocol (IP) and X.25 Protocol. The Transport layer provides additional services that include control for moving information between systems, Quality of Service (QoS), additional error handling, prioritization, and security. Transport Control Protocol (TCP) is a commonly-used transport layer protocol to ensure that transmitted data arrives correctly at the destination. This involves the source receiving acknowledgements from the destination that the data arrived intact. TCP is considered a connection-oriented protocol because it sets up a virtual connection between source and destination. Another Transport layer protocol, the User Datagram Protocol (UDP), does not provide any acknowledgements from the destination, thereby reducing transmission overhead. Streaming media typically uses UDP to ensure a steady (timely) stream, as required for audio and video. However, UDP is considered less reliable than TCP because it provides no guarantee on packet delivery nor that packets are delivered intact. UDP is considered a connectionless technology. The popular Real-time Transport Protocol (RTP), used in many streaming media applications, defines a packet format for TCP or UDP delivery of audio or video. This is often used in conjunction 10



3.3 Wireless



with the RTP Control Protocol (RTCP) to provide feedback to the sender regarding quality of service. The Session layer coordinates the exchange of information between systems by using dialogues. It provides a mechanism that dialogues are set up, controlled and broken down. The Presentation layer protocols are a part of the operating system and application the user runs in a workstation. It negotiates the use and syntax that allows different types of systems to communicate. The Application layer includes a range of network applications such as those that handle file transfers, terminal sessions, and message exchange such as email.



3.3



Wireless



Digital audio streaming over packet-based networks may greatly benefit from the adoption of wireless networking technologies. The most obvious benefit of wireless audio transmission is that the interconnection cables are eliminated and, depending on the application, any required audio delivery scenario over the air can be realized. An additional advantage is that the wireless infrastructure can also service real and non-real time data transmissions between personal computers, digital audio workstations and other network-enabled digital devices; hence such systems will be compatible with a wide range of applications and eventually will present extremely flexible and cost-effective alternative to the present audio and home entertainment chain. The design and development of wireless audio devices can be achieved by integrating wireless transceivers with digital audio sources, processing modules and playback devices. Based on existing technologies, wireless audio products already exist in the market, such as analog systems (wireless microphones, in-ear monitors and loudspeakers for low-fidelity applications) operating in the area of 800-900MHz and proprietary wireless digital streaming technologies for home-theater applications operating in the S-Band ISM (2.40-2.48GHz, available worldwide) and in the C-Band ISM (5.725-5.875GHz, available in some countries). In the digital networking case the network audio interface is usually implemented using embedded hardware, while the wireless transmission protocol is application-specific for reducing the implementation complexity and cost. However, the above approach restricts equipment compatibility and raises interoperability issues between different vendor designs, often to the extent that the concept of networking is defied. To overcome such compatibility issues, wireless networking standards should be employed which may eventually represent the most attractive and cost-effective alternative for high-quality digital audio distribution. For example, despite its limited bandwidth, Bluetooth was recently employed for implementing a wireless compressed audio Personal Area Network [9]. For uncompressed audio transmission schemes, the IEEE802.11 WLAN specification [1] represents the most promising networking format, due to its wide adoption in many digital consumer electronic and computer products, as well as the continuous ratification of enhancements in many state-of-the-art networking aspects, such as high-rate transmission, security, and adaptive topology control. Typical theoretical bitrate values currently supported by the 802.11 families of protocols include 54Mbps (802.11a/g) and 100-210Mbps for 802.11n, rendering them convenient for uncompressed quality audio. Using wireless technologies, both point-to-point and point-to-multipoint routing of audio data can be supported through ad-hoc or infrastructure topologies. In the latter case, an Access Point (AP) coordinates all wireless transmissions. Point-to-point audio delivery can achieve wireless transmission of the same or different audio streams to multiple wireless audio players/receivers, using an AP device. Audio delivery can be performed in both real and non-real time (off-line). In 11



3.4 Data transport management



both cases, no synchronization between the audio receivers is required, since playback is potentially performed in different listening locations or even time instances. On the contrary, synchronization is a key issue where 6 loudspeakers of a 5.1 home theater system are wirelessly connected to a multichannel digital audio source. In this case, the digital audio source (e.g. a CD/DVD-player connected to an AP) transmits audio data to the appropriate wireless loudspeaker which should perform simultaneous and synchronized (relative to all other receivers) playback in real-time, as any misalignment between audio channels will raise clearly audible distortions. Although many wireless transceiver implementations [6], include such synchronization mechanisms for networkrelated purposes [6], an interesting approach is to achieve remote synchronization in the application layer, as this will allow the employment of general-purpose wireless equipment [2]. Apart from synchronization and compared to wire-based networking, wireless delivery introduces a number of additional implementation issues that should be carefully considered for efficiently realizing high-fidelity wireless audio applications. For example, in wireless environments the transmission range is limited to distances up to 100m, while in room enclosures non line-of-sight transmission ranges are further limited. The presence of electromagnetic interference is also a significant link quality degradation factor, which directly affects both throughput and delay performance. Combined with the existing best-effort nature of the wireless protocols, inherited from traditional wired-data networking technologies, significant implementation limitations for real-time audio openair streaming are raised. These constraints can be overcome using QoS enhancements, such those provided by the 802.11e specification recently ratified [8]. However, in order to incorporate the 802.11e QoS mechanisms, the audio industry should closely cooperate with the Wireless Fidelity Alliance (WFA) in order to accurately define digital audio formats traffic specifications, which are fundamental for applying advanced network resources reservation policies. Such specifications can optionally include scalable audio codecs, optimized for audio streaming over QoS enabled wireless protocols, which are expected to outperform in heavy wireless channel degradation conditions. In wireless multichannel playback environments, another significant issue is the loudspeaker position discovery (i.e. Left, Right, etc.). In typical home theaters setup, the speakers’ position definition is clearly performed by the cable connections. However, this is not the case in wireless mode, where address-based schemes should be employed for determining the position of each speaker, probably through a web-based interface. This process may induce additional difficulties to the common user. One solution is the development of automatic loudspeaker position discovery algorithms. These must be able to take into consideration lower protocol layer metrics (such as radio power upon reception) defined in order to allow each wireless loudspeaker to define its function (e.g. left, right channel etc.) within the multichannel setup. However, even in this case, specific standards should be ratified in order to ensure service interoperability between different vendors wireless loudspeaker implementations. Towards this aim, the IEEE802.11k enhancement, which defines and exposes radio and network information to facilitate network management, represents an attractive choice.



3.4



Data transport management



Devices that are connected to audio networks can be sources and/or destinations of digital audio. These devices could generate the audio themselves (as in the case of studio synthesizers) or they could have a number of analog and digital audio input and output plugs from which audio is sourced. As we have seen in previous sections, various technologies provide for a means to transmit the 12



3.4 Data transport management



sourced audio samples over a physical network. Thus, Ethernet allows for the transmission of audio samples within Ethernet packets, ATM can transmit audio samples within cells, and IEEE1394 provides for their transport via quadlets within isochronous packets. These same technologies also allow for the receipt of the audio samples within their networkspecific encasings. Thus, Ethernet allows for the transmission of packets of audio to multicast addresses, allowing multiple destinations within the same multicast group to pick up the transmitted packets. ATM allows for the setup of virtual circuits, where virtual paths and channels allow for the routing and final pickup of audio-filled cells. IEEE1394 incorporates channel numbers into its isochronous packet headers, allowing any destination with the same reception channel to pick up the packets of audio. On the transmission side, it may be that multiple channels of audio need to be transmitted, and so synchronous groupings of samples are usually encapsulated within the encasings. On the reception side, the samples have to be extracted from their encasings and sent to the appropriate outputs within the destination devices. Data transport management in the context of audio networks has to do with the management of encapsulation and subsequent extraction. Various technologies will allow varying degrees of flexibility with regard to the processes of encapsulation and extraction. For example, on the transmission side it may only be possible to transmit a certain number of audio channels, the successive encasings that hold the audio samples do not have a flexible size. On the reception side, there might be limitations with regard to the extraction of samples from the encasings, and this may lead to an inflexible association of audio channels with the destination output plugs. However, within the constraints of the technology, there are various levels of transport management that can be provided to users. Users may be presented with quite low level, on-device transport management capabilities, for example, “select the audio channel in position x from the cluster of audio channels y”. On the other hand, an asynchronous management protocol such as SNMP (IPbased) or AV/C (specific to IEEE1394), may be used to control the low level encapsulation and extraction. The routing of audio streams can be presented to users in the form of graphic workstation displays. The nature of the graphic displays will depend on the environment in which the network is being deployed and who the users are. So for example, the graphic display for an audio network in a broadcast studio (Figure 1(a)) will differ from the graphic display within a hotel (Figure 1(c)).



(a) Broadcast studios



(b) Small production studios



(c) Hotels and Convention Centers



Figure 1: Graphical patchbays sutiable for different application domains.
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3.5



Network service quality



Quality of Service (QoS) is a measure of how reliably the data transmitted on the network arrives at its destination. The parameters by which QoS is measured include the data rate, measured in bits per second or packets per second, the latency, which is the time interval between a data item being transmitted by the source and received by the destination, and the proportion of data that is lost (never arrives at the destination) or corrupted (arrives with one or more bits changed). Both the long-term value and short-term variations are significant in each case. For activities such as web surfing, QoS is relatively unimportant. Delays of a second or two will be masked by random delays in other parts of the chain such as waiting for access to a server, and lost or corrupted packets will be retransmitted. For live audio, all aspects of QoS are important. The data rate available must be enough to convey the bits as fast as they are produced by the source, without any interruption. Latency is most critical where the output is related to live sounds (see Section 5.3 and 5.6, below), but in any system a sudden, unexpected, increase in latency can cause the signal to pause at the destination. Because of the latency requirements, there is no time to retransmit lost data; data loss can be concealed by interpolation, but to be effective that requires a calculation which includes several samples beyond the lost section so increases the latency again. If the network is to offer a defined quality of service to a particular flow such as an audio stream, the flow must be identifiable at the network layer, and resources within the network must be reserved before the destination begins receiving it. This is straightforward with connectionoriented technologies such as ISDN and ATM, but almost impossible in the case of IP, where there is no negotiation before the first packet is sent and two packets that are part of the same flow can take completely different routes. All communication over ISDN is via fixed-rate channels with fixed latency and high reliability. If the required data rate is more than the channel capacity, several channels are aggregated together. On an ATM network, there is a call set-up procedure during which the source equipment specifies what QoS is required. Unfortunately, both these technologies are perceived as obsolescent and beginning to be withdrawn in favour of IP [20][7]. It remains to be seen whether a new circuitswitched technology will emerge. 3.5.1



Best effort transport



A service that has no defined QoS is described as “best effort”: the network tries its best to deliver the data but can make no guarantees. A useful analogy is road transport. If the road is empty, the journey may be fast, but at busy times the road is congested and journey times increase, often unpredictably. Networks with QoS are more like railways (at least in some countries) where the train always arrives at the time stated in the timetable. In the case of private networks, it may well be possible to overspecify the network, or to keep other traffic away from it, such that it is never congested. Then throughput and reliability will be as good as on a network with QoS, although, because the network is designed for store-and-forward packet routing, the latency may still be higher than on a circuit-switched network. Also, a best effort service is fine for file transfer, provided the transfer is not initiated too close
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3.6 ** Data locating and information organization tools



to the time the file is required. Thus media files may be transferred ahead of the time they are required, and played out locally. However, the designer of a system for streaming audio across the internet must allow for sudden changes in latency by providing adequate buffering at the receiving end. It is tempting to introduce redundant information into the stream (e.g., Reed-Solomon forward error correction) so that packet loss will be less of a problem, but this increases the transmitted data rate which may make packet loss more likely. 5 3.5.2



Differentiated service



3.5.3



MPLS



3.6



** Data locating and information organization tools



The collaborative audio-visual creative process readily generates Terabytes of data, reveals information about the human processes of thinking and art. Thus audio engineers must not only be concerned with recording bits for today’s session but in how we share them, access them, and how to preserve them for the next generation. The following section discusses models of advanced network computing, data retrival challenges,....6



3.7



GRID systems



Grid Computing is defined as follows: Grid computing involves sharing heterogeneous resources (based on different platforms, hardware/software architectures, and computer languages), located in different places belonging to different administrative domains over a network using open standards. In short, it involves virtualizing computing resources. 7 Grid computing is further defined as computing resources that are not centrally administrated, and achieve “non-trivial quality of service”. Grid computing for digital media production and delivery is a topic of growing interest at regional, national and international levels. To date, work in this area operates primarily on the experimental and research levels, though progress in practical applications is accelerating and university/private-sector collaborations are increasingly common. Such collaborations point to wider industrial usage in the future, though at the time of writing grid computing is most commonly available through research and educational networking initiatives such as CENIC in California and the National Lambda Rail. Examples of large grid computing efforts exist in high resolution video-conferencing experimentation, scientific visualization, and experimental digital cinema production and delivery. As such techniques in audio grid computing develop in close conjunction with distance or grid computing 5



The EBU committee N/ACIP (http://wiki.ebu.ch/acip/Main Page) is studying this issue. Needs introduction to challenges... a preface to the as yet unwritten text to fill in this section. 7 http://en.wikipedia.org/wiki/Grid computing 6
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3.8 Storage Architectures



of other multi-media forms. Recent experience in audio grid computing and prototypical system design has been documented elsewhere [15]. Practical applications include work-flow improvements for post production through dynamic deployment and rapid configuration of distant workstation resources, allowing greater parallel production effort in audio for cinema. Other topics for investigation include interactive control structures, hardware controllers, virtual workgroups, and high resolution live performance with customizable delivery-end mixing and processing. Grid media systems are comprised of many networks using reserved bandwidth. Gigabit connections to the desktop and 10 Gigabit connections at the enterprise level are often utilized where digital picture is transferred with audio. Robust performance of 24 channels of sample synchronous non-compressed 24-bit, 48kHz audio over GigE has been demonstrated with tolerable latencies ( 
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