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Chapter 6



6.1 Model selection



Two competing goals: I I



Model should fit the data well. Model should be simple to interpret (smooth rather than overfit – principle of parsimony).



Often hypotheses on how the outcome is related to specific predictors will help guide the model building process. As a rule of thumb: at least 10 events and 10 non-events should occur for each predictor in P the model (including PNdummies), see Peduzzi et al. 1996. So if N y = 40 and i=1 i i=1 ni = 830, you should have no more than 40/10 = 4 predictors in the model.
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Chapter 6



6.1 Model selection



Impacts of over fitting: Severe biased parameter estimates, poor standard error estimates, and error rates from Wald tests and confidence intervals far from the nominal level. Certain strategies such as penalized likelihood methods that can shrink many estimates to 0, and it is possible to have many predictors. You should not use the guideline to justify overly ambitious. If you have 1000 outcomes of each type, you are not usually well served by a model with 100 predictors.
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6.1 Model selection



6.1.2 Horseshoe crab data Recall that in all models fit we strongly rejected H0 : logit π(x) = β0 in favor of H1 : logit π(x) = x0 β: T e s t i n g G l o b a l N u l l H y p o t h e s i s : BETA=0 Test Likelihood Ratio Score Wald



Chi−S q u a r e 40.5565 36.3068 29.4763



DF 7 7 7



Pr > ChiSq ChiSq ChiSq 0.3314 0.8192 0.7958 0.0335 0.3729 0.1160 0.9453 0.4154 0.0150 0.1346
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6.1 Model selection



Let’s test if we can simultaneously drop width and width*weight from this model. From the (voluminous) output we find: Criterion AIC SC −2 Log L



Intercept Only 227.759 230.912 225.759



Intercept and Covariates 196.841 228.374 176.841



Fitting the simpler model with color, weight, and color*weight yields Model F i t



Criterion AIC SC −2 Log L



Statistics



Intercept Only 227.759 230.912 225.759



Intercept and Covariates 197.656 222.883 181.656



There are 2 more parameters in the larger model (for width and width*weight) and we obtain −2(L0 − L1 ) = 181.7 − 176.8 = 4.9 and P(χ22 > 4.9) = 0.07. We barely accept that we can drop width and width*weight at the 5% level. H. Chu (UM)
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6.1 Model selection



Forward selection starts by fitting each model with one predictor separately and including the model with the smallest p-value under a cutoff (default=0.05 in PROC LOGISTIC). When we instead have SELECTION=FORWARD in the MODEL statement we obtain the model with only width. Changing the cutoff to SLENTRY=0.15 gives the model with width and color. Starting from main effects and working backwards by hand, we ended up with width and color in the model. We further simplified color to dark and non dark crabs. Using backwards elimination with a cutoff of 0.05 we ended up with just width. A cutoff of 0.15 and another “by hand” step (at the 0.05 level) yielded weight, color, and weight*color. The book considers backwards elimination starting with a three-way interaction model including color, spine condition, and width. The end model is color and width.
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Chapter 6



6.1 Model selection



6.1.4 AIC: Minimizing Distance of the Fit from Truth “No model is correct, but some are more useful than others.” — George Box It is often of interest to examine several competing models. In light of underlying biology or science, one or more models may have relevant interpretations within the context of why data were collected in the first place. In the absence of scientific input, a widely-used model selection tool is the Akaike information criterion (AIC), ˆ y) − p]. AIC = −2[L(β; ˆ y) represents model fit. If you add a parameter to a model, The L(β; ˆ ˆ y) as a criterion, we’d L(β; y) has to increase. If we only used L(β; keep adding predictors until we ran out. The p penalizes for the number of the predictors in the model. H. Chu (UM)
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Chapter 6



6.1 Model selection



The AIC has very nice properties in large samples in terms of prediction. The smaller the AIC is, the better the model fit (asymptotically). Model W C +Wt+C ∗ Wt C +W D + Wt + D ∗ Wt D +W



AIC 198.8 197.7 197.5 194.7 194.0



If we pick one model, it’s W + D, the additive model with width and the dark/nondark category.
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Chapter 6



6.2 Diagnostics



GOF tests are global checks for model adequacy. The data are (xi , Yi ) for i = 1, . . . , N. The i th fitted value is an estimate β0 x \ of µi = E (Yi ), namely E (Yi ) = µ ˆ i = ni π ˆi where πi = e β0i xi and π ˆi =



1+e



ˆ0



e β xi ˆ0 1+e β xi



. The raw residual is what we see Yi minus what we predict p ni π ˆi . The Pearson residual divides this by an estimate of var(Yi ): y i − ni π ˆi . ei = p ni π ˆi (1 − π ˆi ) The Pearson GOF statistic is X2 =



N X



ei2 .



i=1
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6.2 Diagnostics



The standardized Pearson residual is given by yi − ni π ˆi , ri = q ni π ˆi (1 − π ˆi )(1 − hˆi ) where hˆi is the i th diagonal element of the hat matrix ˆ =W ˆ 1/2 X(X0 WX) ˆ −1 X0 W ˆ 1/2 where X is the design matrix H   1 x11 · · · x1,p−1  1 x21 · · · x2,p−1    X= . , .. .. ..  ..  . . . 1 xN1 · · ·



xN,p−1



and
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  ˆ = W  



6.2 Diagnostics



n1 π ˆ1 (1 − π ˆ1 ) 0 ··· 0 n2 π ˆ2 (1 − π ˆ2 ) · · · .. .. .. . . . 0 0 ···



0 0 .. .



   . 



nN π ˆN (1 − π ˆN )



Alternatively, (6.2, p. 220) defines a deviance residual.
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6.2 Diagnostics



Comments: Plots of residuals rj versus one of the p − 1 predictors xij , for j = 1, . . . , N might show systematic lack of fit (i.e. a pattern). Adding nonlinear terms or interactions can improve fit. ˆ 0 xj . This plot An overall plot is rj versus the linear predictor ηˆj = β will tell you if the model tends to over or underpredict the observed data for ranges of the linear predictor. The ri are approximately N(0, 1) when ni is not small. With truly continuous predictors ni = 1 and the residual plots will have a distinct pattern.
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6.2 Diagnostics



I usually flag |ri | > 3 as being ill-fit by the model. You can look at individual ri to determine model fit. For the crab data, this might flag some individual crabs as ill-fit or unusual relative to the model. The model can’t tell the difference between, e.g., two nondark crabs with same carapace width 23 cm. You can aggregate over same values of the predictors to slightly “improve” the residuals. This way the approximate N(0, 1) may be a bit better. Ill fitting residuals then suggest evidence where the aggregated number of events don’t match what we’d expect under the model.
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6.2 Diagnostics



Let’s look at W + D for the crab data. We’ll consider both width and width truncated to an integer cm. The DATA step is data crabs1 ; input color spine width satell weight; weight=weight/1000; color=color−1; y=0; n=1; if satell >0 then y=1; dark=1; if color =4 then dark=2; w=int(width); ∗ round down;
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6.2 Diagnostics



Two models fit & ri plotted: proc logistic data=crabs1 descending; ∗ each crab has n i =1; class dark; model y = dark width; output out=diag1 reschi=p h=h xbeta=eta; data diag2; set diag1; r=p/sqrt(1−h); proc gplot ; plot r∗width; plot r∗dark; plot r∗eta; ∗ plot r i vs width, dark, eta i ; proc sort data=crabs1; by w dark; ∗ aggregate over coarser widths; proc means data=crabs1 noprint; by w dark; var y n; output out=crabs2 sum=sumy sumn; proc logistic data=crabs2; class dark; model sumy/sumn = dark w; output out=diag3 reschi=p h=h xbeta=eta; data diag4; set diag3; r=p/sqrt(1−h); proc gplot ; plot r∗w; plot r∗dark; plot r∗eta; run;
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Figure : Raw Data & Residual Plots, ni = 1
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Figure : Raw Data & Residual Plots, Aggregated.
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6.2 Diagnostics



6.2.4 Influence Unlike linear regression, the leverage hˆi in logistic regression depends on ˆ as well as the covariates X. Points that have extreme the model fit β predictor values xi may not have high leverage hˆi if π ˆi is close to 0 or 1. Here are the influence diagnostics available in PROC LOGISTIC: Leverage hˆi . Still may be useful for detecting “extreme” predictor values xi . ci = ei2 hˆi /(1 − hˆi )2 measures the change in the joint confidence region for β when i is left out. DFBETAij is the standardized difference in βˆj when observation i is left out. The change in the X 2 GOF statistic when obs. i is left out is DIFCHISQi = ei2 /(1 − hˆi ). I suggest looking at plots of ci vs. i, and possibly the DFBETA’s versus i. H. Chu (UM)
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6.2 Diagnostics



Fitting a logistic regression for the aggregated data: proc logistic data=crabs2; class dark; model sumy/sumn = dark w /aggregate scale =none lackfit influence iplots ; run;



Let’s look output from the aggregated crab data:
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6.2 Diagnostics



D e v i a n c e and P e a r s o n Goodness−o f−F i t S t a t i s t i c s Criterion Value DF V a l u e /DF Pr > ChiSq Deviance 17.3663 16 1.0854 0.3623 Pearson 20.1139 16 1.2571 0.2151 T e s t i n g G l o b a l N u l l H y p o t h e s i s : BETA=0 Test Chi−S q u a r e DF Pr > ChiSq Likelihood Ratio 41.2125 2 
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