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Overdispersion: Logistic Regression The SAS program below presents data from Dalal, Fowlkes, and Hoadley (1989) on field Oring failures in the 23 pre-Challenger space shuttle launches. Temperature at lift-off (temp) and O-ring joint pressure (press) are predictors. The binary version of the data views each flight as an independent trial. The result of a trial (stored in yber) is a 1 if at least one field O-ring failure occurred on the flight and a 0 if all six O-rings functioned properly. A regression for the binary data would model the probability that any O-ring failed as a function of temperature and pressure. The binomial version of these data is also presented. It views the six field O-rings on each flight as independent trials. A regression for the binomial data would model the probability that a particular O-ring on a given flight failed as a function of temperature and pressure. The two regressions model different probabilities. The Challenger explosion occurred during a takeoff at 31 degrees Fahrenheit. The regression model for the binomial data (i.e. six trials per launch) is suspect on substantive grounds. The binomial model makes no allowance for an effect due to having the six O-rings on the same flight. If these data were measurements rather than counts, they would almost certainly be treated as dependent repeated measures. If interest is focused on whether one or more O-rings failed, the simplest, most direct data are the binary data. The binary analysis was considered earlier. Here, I will consider the so-called binomial data and assess how the proportion of O-ring failures (out of 6 per flight) varies with temperature. The SAS code computes the observed proportion phat by dividing the number of failures per flight, numfail, by the number of O-rings per shuttle 6, given by the column n that is defined in the data step. With Bernoulli and Binomial response data it is difficult to see the underlying trends in a plot of the observed data. Many researchers suggest smoothing the responses, using a non-parametric regression procedure such as loess (available in SAS) and then plotting the smoothed values against the predictors, which is temperature in our analysis. The code below uses the loess procedure to get a default smooth fit, from which the fitted values are saved using an ods output statement, and then plotted with the observed proportions as a function of temperature. We see that the proportions tend to increase as the temperature 1



decreases. For later reference, the column labelled DepVar in the output data set c is the observed proportion of O-ring failures. The column labelled pred gives the smoothed proportions based on the loess fit. options ls = 79 nodate; data d1; input obs flight yber numfail temp press; n = 6; phat = numfail/n; datalines; 1 14 1 2 53 50 2 9 1 1 57 50 3 23 1 1 58 200 4 10 1 1 63 50 5 1 0 0 66 200 6 5 0 0 67 50 7 13 0 0 67 200 8 15 0 0 67 50 9 4 0 0 68 200 10 3 0 0 69 200 11 8 0 0 70 50 12 17 0 0 70 200 13 2 1 1 70 200 14 11 1 1 70 200 15 6 0 0 72 200 16 7 0 0 73 200 17 16 0 0 75 100 18 21 1 2 75 200 19 19 0 0 76 200 20 22 0 0 76 200 21 12 0 0 78 200 22 20 0 0 79 200 23 18 0 0 81 200 ; proc loess; model phat = temp; ods output OutputStatistics = c; proc contents data = c; proc print data = c; symbol1 value=1 interpol=none width=2; symbol2 value=2 interpol=join width=2; proc gplot; plot DepVar*temp pred*temp / overlay ; The LOESS Procedure Independent Variable Scaling Scaling applied: None Statistic temp Minimum Value 53.00000 Maximum Value 81.00000 Dependent Variable: phat Optimal Smoothing Criterion Smoothing AICC Parameter -3.55118 0.93478 2



Selected Smoothing Parameter: 0.935 Fit Summary Fit Method kd Tree Blending Linear Number of Observations 23 Number of Fitting Points 9 kd Tree Bucket Size 4 Degree of Local Polynomials 1 Smoothing Parameter 0.93478 Points in Local Neighborhood 21 Residual Sum of Squares 0.15645 Trace[L] 2.96229 GCV 0.00038965 AICC -3.55118 The CONTENTS Procedure Data Set Name Member Type # 3 1 4 2



WORK.C DATA



Observations Variables



Alphabetic List of Variables and Attributes Variable Type Len Format Label DepVar Num 8 phat Obs Num 8 BEST8. Pred Num 8 D11. Predicted phat temp Num 8 Obs 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23



Obs 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23



temp 53 57 58 63 66 67 67 67 68 69 70 70 70 70 72 73 75 75 76 76 78 79 81
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DepVar 0.33333 0.16667 0.16667 0.16667 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.16667 0.16667 0.00000 0.00000 0.00000 0.33333 0.00000 0.00000 0.00000 0.00000 0.00000



Pred 0.26757 0.20290 0.18674 0.11052 0.06479 0.04954 0.04954 0.04954 0.04124 0.04201 0.04279 0.04279 0.04279 0.04279 0.04173 0.04049 0.03800 0.03800 0.03681 0.03681 0.03443 0.03275 0.02938
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As a first step in the analysis we assume that the number Yj of O-ring failures in the j th flight has a Binomial distribution with sample size nj = 6 and success probability pj which satisfies a logistic model: pj log 1 − pj



!



= β0 + β1 Tempj .



Note that pj is the probability of failure for a single O-ring. In the earlier analysis, we were modelling the probability of one or more of the 6 O-rings failing. A SAS proc for fitting the logistic model is given below, followed by output. proc genmod data = d1; model numfail/n = temp/dist=bin link=logit noscale type3; The GENMOD Procedure Model Information Data Set WORK.D1 Distribution Binomial Link Function Logit Response Variable (Events) numfail Response Variable (Trials) n Number of Observations Read 23 Number of Observations Used 23 Number of Events 9 Number of Trials 138 4



Criteria For Assessing Goodness Of Fit Criterion DF Value Value/DF Deviance 21 18.0863 0.8613 Scaled Deviance 21 18.0863 0.8613 Pearson Chi-Square 21 29.9802 1.4276 Scaled Pearson X2 21 29.9802 1.4276 Log Likelihood -30.1982 Algorithm converged. Analysis Of Parameter Estimates Standard Wald 95% ChiParameter DF Estimate Error Confidence Limits Square Pr > ChiSq Intercept 1 5.0850 3.0525 -0.8978 11.0677 2.78 0.0957 temp 1 -0.1156 0.0470 -0.2078 -0.0234 6.04 0.0140 Scale 0 1.0000 0.0000 1.0000 1.0000 NOTE: The scale parameter was held fixed. LR Statistics For Type 3 Analysis ChiSource DF Square Pr > ChiSq temp 1 6.14 0.0132



The D and X 2 goodness-of-fit statistics suggest no gross deviations from the model. Furthermore, the test of H0 : β1 = 0 (no effect of temperature on the probability of O-ring failure) based on the likelihood ratio has a p-value of .013, which suggests that temperature is a useful predictor of the probability of O-ring failure. As noted, a concern with this model is that the Binomial distribution assumes that the Orings operate or fail independently, which might be unreasonable. A sensible second analysis would be to assume that the probability of O-ring failure is identical for the 6 O-rings on a shuttle, but that the 6 binary responses have constant correlation. This leads to a model with a dispersion parameter, but refitting the binomial GLM and estimating a scale effect gives appropriate inferences. Our earlier analysis focussed on whether 1 or more O-ring failed, which eliminates the problem of correlation between responses, but changes the focus from individual O-ring failure to one or more failures per flight. The code below refits the logistic model and estimates the scale parameter using the Pearson statistic. I used ods to save the table of observed statistics obstats referenced in the model statement. The obstats output is not contained in the handout. The obstats table contains fitted probabilities and residual information, as shown in the output from 5



the contents procedure. I would like to plot the fitted values from genmod with the data plot given earlier. However, I need to be careful because the output data set (r) stores the fitted probabilities in a column named pred, which is the same name used by loess to store the smoothed proportions. To eliminate this problem I set r into r1, renamed the genmod predicted values pfit, then merged c and r1 and made the requisite plot. The two sets of fitted values track fairly closely, which suggests that the logistic model is probably reasonable. The genmod fit corresponds to symbol 3 in the plot. The parameter estimates βˆ0 and βˆ1 are identical in the analysis with and without a scale parameter. However, the standard errors of the estimates and the p-values for testing the significance of the regression effects change, reflecting the estimation of the scale parameter. q For a Binomial model, SAS reports φˆ = 1.19 as the estimated scale parameter, so φˆ =



1.42 = X 2 /21 (21 df here). Recalling from class notes that φ = 1 + (ni − 1)ρ, we see that the



estimated correlation between responses within a shuttle satisfies 1.42 = 1 + 5ˆ ρ or ρˆ = .084 (a very weak correlation). The estimated scale parameter exceeds 1, which is a suggestion of overdispersion i.e. the variability exceeds what is expected under a Binomial model. As an aside, the estimate of φ based on the Deviance would be less than one (Why?), which would suggest underdispersion - I think that the real suggestion here is that φ is probably close to 1. In general, the goodness-of-fit tests and tests on regression effects tend to be too liberal when overdispersion is present but ignored (first analysis). Correspondingly, standard errors for regression effects are too small. The implications of this are that p-values tend to be too small when overdispersion is present but ignored. Thus, models appear to fit less well than they actually do (because smaller p-values for D and X 2 suggest lack-of-fit) whereas regression effects appear to be stronger than they should (because smaller p-values indicate a stronger effect). The opposite tendencies prevail with underdispersion. Looking at output for the temperature effect, we see that accounting for the overdispersion produces a larger standard error and a larger p-value than was obtained in the original analysis. The same effect is observed for the estimated intercept. However, it is important to realize that the effect of temperature is still statistically significant, assuming the logistic



6



model holds. Given that we have estimated the scale parameter, neither the (scaled) Deviance nor Pearson statistic provides information on whether the model fits the data. At this point, a residual analysis could be helpful. I will note that in many discussions on overdispersion, authors will argue that a large value of the Pearson or Deviance statistics is evidence of overdispersion. In reality, this may just indicate lack-of-fit of the structural part of the model. proc genmod data = d1; model numfail/n = temp/dist=bin link=logit obstats scale=P type3; ods output obstats = r; proc contents data = r; data r1; set r; pfit = pred; keep n numfail temp pfit; data r2; merge c r1; proc print data = r2; symbol3 value=3 interpol=join width=2; proc gplot; plot DepVar*temp pred*temp pfit*temp/ overlay ; run; The GENMOD Procedure Model Information Data Set WORK.D1 Distribution Binomial Link Function Logit Response Variable (Events) numfail Response Variable (Trials) n Number Number Number Number



of of of of



Observations Read Observations Used Events Trials



23 23 9 138



Criteria For Assessing Goodness Of Fit Criterion DF Value Deviance 21 18.0863 Scaled Deviance 21 12.6688 Pearson Chi-Square 21 29.9802 Scaled Pearson X2 21 21.0000 Log Likelihood -21.1527



Value/DF 0.8613 0.6033 1.4276 1.0000



Algorithm converged.



Parameter



DF



Analysis Of Parameter Estimates Standard Wald 95% Estimate Error Confidence Limits 7



ChiSquare



Pr > ChiSq



Intercept 1 5.0850 3.6472 -2.0634 12.2334 1.94 0.1633 temp 1 -0.1156 0.0562 -0.2257 -0.0055 4.23 0.0396 Scale 0 1.1948 0.0000 1.1948 1.1948 NOTE: The scale parameter was estimated by the square root of Pearson’s Chi-Square/DOF. LR Statistics For Type 3 Analysis ChiSource Num DF Den DF F Value Pr > F Square Pr > ChiSq temp 1 21 4.30 0.0505 4.30 0.0380 CONTENTS of R: The CONTENTS Procedure Data Set Name WORK.R Observations 23 Member Type DATA Variables 16 Alphabetic List of Variables and Attributes # Variable Type Len Format Label 8 Hesswgt Num 8 BEST9. HessWgt 9 Lower Num 8 BEST9. 1 Observation Num 8 BEST6. 5 Pred Num 8 BEST9. 12 Reschi Num 8 BEST9. 13 Resdev Num 8 BEST9. 16 Reslik Num 8 BEST9. 11 Resraw Num 8 BEST9. 7 Std Num 8 BEST9. 15 Streschi Num 8 BEST9. StReschi 14 Stresdev Num 8 BEST9. StResdev 10 Upper Num 8 BEST9. 6 Xbeta Num 8 BEST9. 3 n Num 8 BEST9. 2 numfail Num 8 BEST9. 4 temp Num 8 BEST9. CONTENTS of R2: Obs Obs temp DepVar Pred numfail n pfit 1 1 53 0.33333 0.26757 2 6 0.26079 2 2 57 0.16667 0.20290 1 6 0.18179 3 3 58 0.16667 0.18674 1 6 0.16522 4 4 63 0.16667 0.11052 1 6 0.09994 5 5 66 0.00000 0.06479 0 6 0.07278 6 6 67 0.00000 0.04954 0 6 0.06536 7 7 67 0.00000 0.04954 0 6 0.06536 8 8 67 0.00000 0.04954 0 6 0.06536 9 9 68 0.00000 0.04124 0 6 0.05864 10 10 69 0.00000 0.04201 0 6 0.05258 11 11 70 0.00000 0.04279 0 6 0.04711 12 12 70 0.00000 0.04279 0 6 0.04711 13 13 70 0.16667 0.04279 1 6 0.04711 14 14 70 0.16667 0.04279 1 6 0.04711 15 15 72 0.00000 0.04173 0 6 0.03775 16 16 73 0.00000 0.04049 0 6 0.03377 17 17 75 0.00000 0.03800 0 6 0.02699 18 18 75 0.33333 0.03800 2 6 0.02699 19 19 76 0.00000 0.03681 0 6 0.02411 20 20 76 0.00000 0.03681 0 6 0.02411 21 21 78 0.00000 0.03443 0 6 0.01923 22 22 79 0.00000 0.03275 0 6 0.01717 23 23 81 0.00000 0.02938 0 6 0.01367
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Discussion? The Challenger was set to launch on a morning where the predicted temperature at liftoff was 31 degrees. Given that temperature appears to affect the probability of O-ring failure (a point that NASA missed), what can/should we say about the potential for O-ring failure? Clearly, the launch temperature is outside the region for which data were available. Thus, we really have no prior information about what is likely to occur. If we assume the logistic model holds, and we can extrapolate back to 31 degrees, what is the estimated probability of O-ring failure? Furthermore, since there is some uncertainty about the appropriateness of the logit link, might we find a vary different conclusion by using another link? For a logistic link, the estimated probability of O-ring failure is pˆj log 1 − pˆj



!



= βˆ0 + βˆ1 Tempj = 5.085 − .1156Tempj
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or equivalently pˆj =



exp(5.0585 − .1156Tempj ) . 1 + exp(5.085 − .1156Tempj )



Assuming this model holds at 31 degrees, the predicted probability of O-ring failure is .81. The handout on PROC logistic shows how you could get a CI for this estimate - the same approach works in genmod. Similar estimates (some much larger!) are obtained using other link functions.
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