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Introduction



1.1



Augmented and Mixed Reality The goal of Augmented Reality (AR) is to improve and enhance our perception of the surroundings by combining sensing, computing and display technologies. Most AR research addresses human vision, as it is generally considered to be our most important sense. Visual systems are also the focus in this overview, but it is worth noting that other stimuli, such as feedback from auditory, tactile or olfactory displays, may be equally or even more important, depending on the specific scenario and individual. The characteristics of these systems can be further understood from three classical and widely used criteria for AR systems [Azuma 1997]: 1



“Combines virtual and real” AR requires display technology that allows the user to simultaneously see virtual and real information in a combined view. Traditional displays can show only computer-generated images and are thus insufficient for AR.



2



“Registered in 3-D” AR relies on an intimate coupling between the virtual and the real that is based on their geometrical relationship. This makes it possible to render the virtual content with the right placement and 3D perspective with respect to the real.



3



“Interactive in real time” The AR system must run at interactive frame rates, such that it can superimpose information in real-time and allow user interaction.



Figure 1. The Sonic Flashlight uses a see-through display to overlay real-time ultrasound images over a patient’s body parts. (Images courtesy of George Stetten [Stetten et al. 2001].)



1



The fundamental idea of AR is to combine, or mix, the view of the real environment with additional, virtual content that is presented through computer graphics. Its convincing effect is achieved by ensuring that the virtual content is aligned and registered with the real objects. As a person moves in an environment and their perspective view of real objects changes, the virtual content should also be presented from the same perspective. The Reality-Virtuality Continuum [Milgram and Kishino 1994] spans the space between reality, where everything is physical, and virtual reality, where virtual and synthesized computer graphics replace the physical surroundings. Mixed reality is located between them, and includes AR and augmented virtuality. AR adds virtual content to a predominantly real environment, whereas augmented virtuality adds real content to a predominantly virtual environment. Although both AR and augmented virtuality are subsets of mixed reality by definition, most of the research in the area focuses on AR, and this term is therefore often used interchangeably with mixed reality. AR techniques exploit the spatial relationships between the user, the digital information, and the real environment, to enable intuitive and interactive presentations of data. An AR system can, for example, achieve medical see-through vision, by using a special display in which the images displayed by the computer are seen overlaid on the patient [State et al. 1996, Stetten et al. 2001], as shown in Figure 1 and Figure 2. Such configurations rely on the proper acquisition and registration of internal medical imagery for the relevant perspective, and careful calibration to establish the geometrical relationship between the display, the viewer, and the patient, to ensure that the correct image is accurately presented.



1.2



Research challenges The user experience for an AR system is primarily affected by the display type, the system’s sensing capabilities, and the means for interaction. The display and sensing techniques determine the effectiveness and realism possible in the blending of the two realities, but may at the same time have ergonomic and social consequences. It may, in particular, be desirable to achieve walk-up-and-use scenarios that support spontaneous interaction with minimal user preparation [Encarnacao et al. 2000]. Unencumbering technology can also be emphasized, avoiding setups that rely on user-worn equipment [Kaiser et al. 2003, Olwal et al. 2003], such as head-worn displays [Cakmakci and Rolland 2006] or motion sensors [Welch and Foxlin 2002]. It can also be useful to, to the greatest extent possible, preserve the qualities of the real space, while augmenting and assisting the user with unmediated view and control. The excessive use of artificial elements, such as visual reference patterns used for tracking, may, for example, have negative side-effects by cluttering or occluding the real environment that the system is meant to augment. Some display technologies may also result in significantly reduced visual quality due to optical properties, or the use of a downsampled view of the real environment.



Figure 2. The visualization of a 3D ultrasound scan is registered with a pregnant woman’s body, to allow the physician to “look into the body” for a view of the fetus. (Images courtesy of Henry Fuchs and Department of Computer Science, UNC-Chapel Hill [State et al. 1996].)



2



An unobtrusive AR system [Olwal 2009] emphasizes unencumbering techniques and avoids changes to the appearance of the physical environment. An unobtrusive AR system must address issues in three areas: 1



Display systems The system should merge the real and virtual, while preserving a clear and direct view of the real, physical environment, and avoiding visual modifications to it.



2



Sensing and registration The system should present perspective-correct imagery without user-worn equipment or sensors.



3



Interaction techniques The system should support direct manipulation, while avoiding encumbering technologies.



3



2



Fundamental technologies This chapter provides an overview of work in three areas that are fundamental to the development of unobtrusive AR technology: display systems, sensing and registration, and interaction techniques. Display systems merge the view of the real and virtual, while sensing and registration makes it possible to render graphics from the right perspective. Direct manipulation and user interface control are enabled through interaction techniques.



2.1



Display systems Combining graphics and the real world A fundamental characteristic of AR systems is that they allow the user to see a combined view of virtual imagery and real objects. The display hardware used in these systems can be head-worn (retinal displays, miniature displays, and projectors), handheld (displays and projectors) or spatial (displays or projectors in the environment) [Bimber and Raskar 2005]. The following sections focus on display technology for handheld and spatial AR systems. The first three sections discuss classical AR display technologies in this context, where optical see-through, video see-through and direct projection display systems make it possible to visually merge the real and the virtual. The last section discusses spatially aware handheld displays, which use a tracked display to provide a virtual view of data associated with the real environment. We are particularly interested in the four approaches described in these sections, since they can be used in configurations that avoid encumbering technology and visual modifications to the environment.



2.1.1



Optical see-through displays Optical see-through capabilities are achieved by using an optical combiner, such as a halfsilvered mirror or a holographic material. The role of the combiner is to provide an optically direct view of the environment, with a simultaneous presentation of computer-generated imagery. The combiner is typically able to transmit light from the environment, while also reflecting light from a computer display. The combined light reaches the user’s eyes. (See Figure 3.)



4



Figure 3. The optical path in an optical see-through display system. The light from the real environment passes through a transparent combiner that simultaneously reflects computer-generated images from a display. The optically combined light reaches the user’s eyes. (Other optical elements, such as lenses that control the focal distance, are not shown in this illustration.)



Spatial optical see-through systems use situated transparent displays that are integrated with the environment [Bimber and Raskar 2005]. They free the user from worn equipment, but require the display to not only be calibrated with the environment, but also registered with the user to ensure perspective-correct imagery. (See Figure 4.) Advantages +



Direct view of the real physical environment The main advantage of optical see-through techniques is the directness with which the real environment is viewed. Factors that limit the quality of computer-generated imagery, such as resolution, image quality or system responsiveness, do not affect the view of the real environment. This property may be critical for many applications where a small delay or reduced visibility may not only be distracting, but could even be hazardous [Navab 2003].



Disadvantages –



Reduced brightness The view of the real environment will suffer a decrease in brightness, depending on the type of optical combiner used.



Figure 4. The Virtual Showcase augments physical objects inside showcases with dynamic annotations or related media. The Virtual Showcase is covered with half-silvered mirrors that optically combine the view of the objects with computer graphics reflected from the rear-projected table, on which the showcase is placed. (Images courtesy of Oliver Bimber [Bimber et al. 2003, Bimber et al. 2001].) 5



2.1.2



–



Lack of occlusion The blending of the two light sources means that the computer graphics can become transparent, making it difficult to achieve occlusion effects in many optical seethrough systems. Occlusion may however be solved through special hardware that can selectively block the user’s view of the physical world [Cakmakci et al. 2004, Kiyokawa et al. 2003, Kurz et al. 2008].



–



Need for advanced calibration and/or tracking Precise calibration and/or tracking are necessary to ensure that the virtual content is correctly registered with the direct view of the real environment.



–



Multiple focal planes The virtual graphics are typically presented in a fixed image plane, unlike the real environment, which has objects at varying distances. The larger the distance between the image plane and a real object, the harder it is to properly accommodate and comfortably perceive a combined view. The user could either shift focus between the two, or choose to have either the virtual imagery or the real objects out of focus. Head-up displays [Wood and Howells 2006], which are often used in aircraft, employ a technique where the virtual image plane is placed at the focal point of the optical system to achieve infinite focus. Recent work has demonstrated the use of liquid lenses to achieve variable focal planes in head-worn displays [Liu et al. 2008].



Video see-through displays A popular AR technique is based on a camera that acquires the view of the environment, a computer that adds virtual content, and an ordinary video display that presents the combined view to the user. (See Figure 5.)



Figure 5. The optical path in a video see-through display system. The view of the real environment is acquired by a camera and is combined with virtual imagery by a computer. The combined video is presented to the user on a computer display. (Other optical elements, such as lenses that control the focal distance, are not shown in this illustration.)



Head-worn displays can use video see-through techniques by placing cameras close to the eye positions. Ideally, two cameras should be used to acquire a stereo view, with one perspective for each eye, but monoscopic single-camera systems are common and easier to design and implement [Takagi et al. 2000].



6



Figure 6. The NaviCam project illustrates how the camera on a handheld display can be used to recognize features in the environment, such that annotations can be overlaid onto the video feed. (Images courtesy of Jun Rekimoto [Rekimoto 1997, Rekimoto and Nagao 1995].)



Some video see-through displays use a camera to capture the scene, but present the combined view on a regular, typically handheld, computer display. A window-like effect, often referred to as a “magic lens,” is achieved if the camera is attached on the back of the display, creating the illusion of see-through [Rekimoto 1997, Rekimoto and Nagao 1995], as shown in Figure 6. It is becoming increasingly popular to directly implement video see-through on mobile devices with built-in cameras, as illustrated in Figure 7. Camera-equipped mobile phones are particularly attractive devices for AR, given their widespread use, connectivity, portable form factor, and rapidly evolving processing and graphics capabilities (e.g., [Henrysson and Ollila 2004, Mohring et al. 2004, Takacs et al. 2008, Wagner et al. 2008a, Wagner et al. 2008b, Wagner and Schmalstieg 2003]). Advantages +



Controlled combination of real and virtual Rather than optically combining the light from the real and virtual scenes, everything is merged in the computer, since the view of the real world is continuously captured by the camera. This provides greater compositional flexibility, allowing the virtual content to be rendered more realistically with respect to the real environment [Klein and Murray 2008]. The virtual content could, for example, occlude the real environment. The system may also synchronize the real and virtual content, to compensate for delays in the pipeline.



+



Integrated image-acquisition, calibration and tracking The closed loop of the video see-through system makes it advantageous to use the camera to not only acquire the real scene, but also track features in the environment. Registering the camera’s pose relative to the environment greatly simplifies the introduction of perspective-correct virtual imagery in the combined image shown to



Figure 7. Video see-through AR can be achieved using commercial camera phones. The camera on the back of the device captures video of the real environment, which is used by software on the device to recover the phone’s pose relative to tracked features in the environment. This makes it possible to render 3D objects that are registered with the real environment, overlaid on the video that is shown on the phone’s display [Henrysson 2007]. 7



the user [Kato and Billinghurst 1999]. Image-based techniques may also be exploited to improve registration of the virtual content with the video of the real scene [DiVerdi and Höllerer 2006]. Disadvantages



8



–



Reduced quality and fidelity of the real environment The major drawback of video see-through systems is their sampling of the real environment at the camera’s video resolution, and their dependency on the quality of the image sensor. The computational load associated with intensive image processing means that most video see-through systems today handle less than 1 megapixel video resolution at interactive frame rates (often 640×480 ≈ 0.3 megapixels, at 30 frames per second). The quality can of course be improved with better hardware, but this requires additional computational power to avoid reduced performance, and will still result in a significant downsampling of the real environment. The camera’s image sensor not only has less resolution than the human eye, but also differs in sensitivity. This can, for example, affect a video see-through system’s performance in low or bright lighting conditions and impact its ability to acquire and present scenes with high dynamic range. The downsampled, indirect view of the camera plays an important role in the level of immersion and realism a user experiences.



–



Potential perspective problems due to camera offset Perceptual problems may arise if the cameras are not effectively placed so that their views correspond to those of the user’s eyes [State et al. 2005, Takagi et al. 2000].



–



Single focal plane The combination of real and virtual content into a single image, with a single focal plane, eliminates the focal cues of real-world objects. While stereoscopic systems simulate the disparity between the left and right eye views, accommodation remains inconsistent because everything the user sees is focused at the same distance [Bimber and Raskar 2005]. The typical stereoscopic optical see-through system only suffers from this drawback for virtual content.



–



Sensitivity to system delay The video see-through imaging pipeline may introduce system delays, which may be unacceptable, or even dangerous, for some applications. In contrast, optical seethrough systems always provide a direct view of the real environment.



–



Dependency on camera operation Video see-through systems rely heavily on the camera’s ability to acquire the real scene, and their visual pathway will fail if the cameras, for example, are blocked, overexposed, or lose power.



Figure 8. Left: A child uses a tracked brush to apply virtual paint, which is projected onto physical objects. (Image courtesy of Ramesh Raskar [Bandyopadhyay et al. 2001].) Right: A handheld projector is combined with a camera that identifies elements of interest in the environment and augments them with projected light. In this example, a network socket is augmented with visualizations of network status and traffic. (Image courtesy of Ramesh Raskar [Raskar et al. 2003].)



2.1.3



Direct projection Augmentation can also be achieved by directly projecting graphics onto the real environment. Figure 8 and Figure 9 show examples of how the real world can be modified through controlled light that alters its appearance [Bandyopadhyay et al. 2001, Pinhanez et al. 2003, Pinhanez and Pingali 2004, Pinhanez and Podlaseck 2005, Pinhanez 2001, Raskar et al. 2004, Raskar et al. 2003, Zaeh and Vogl 2006]. Advantages +



Direct integration of the virtual with the real Direct projection eliminates the need for an optical or video-based combiner, since the light is directly added to the real environment. The integration of real with virtual material takes place on the surfaces of the real environment and their combination is naturally perceived by the user.



Disadvantages –



Dependence on environmental conditions Direct projection depends on the availability of suitable projection surfaces, and on their geometry and appearance. It also relies on non-conflicting environmental lighting and the absence of objects in the optical path from the projector to the



Figure 9. The Everywhere Displays project uses “steerable displays”, where the system’s projector can create augmentations on different surfaces in the environment, while the camera senses the user’s interaction. (Images courtesy of Claudio Pinhanez [Pinhanez et al. 2003, Pinhanez and Pingali 2004, Pinhanez and Podlaseck 2005, Pinhanez 2001].) 9



surface, to avoid occlusions and shadows. –



2.1.4



Dependence on projector properties Parts of a projected image may end up distorted or out of focus if the projection surface is not perpendicular to the direction of projection. Focusing issues can also occur if the surface is too close or too far away from the projector. In some cases, these issues can be corrected in software [Bimber and Emmerling 2006, Bimber et al. 2005, Grossberg et al. 2004, Raskar et al. 1999a, Raskar et al. 1998, Raskar et al. 1999b, Wetzstein and Bimber 2007] or through the use of special hardware, such as short-throw or laser projectors [Zaeh and Vogl 2006].



Spatially aware handheld displays An alternative approach to the combination of computer graphics and the real environment is to use a tracked handheld display without optical or video see-through capabilities. This approach can provide useful context-sensitive information by leveraging proximity and relative position to real objects, despite not matching Azuma’s criteria for AR systems (see Section 1.1), due to the lack of a see-through display, and less strict requirements for the registration between real and virtual. Fitzmaurice presented an early prototype of how a tracked display could be moved over a physical paper map, causing dynamically updated information to be presented about the different map areas [Fitzmaurice 1993], as shown in Figure 10. Advantages +



Simplified tracking and calibration Less accuracy is generally needed, since the real and virtual are not visually registered with each other. The tracking resolution is, of course, dependent on the requirements of the application and how densely the real objects are positioned.



+



Tangible interaction on the surface Tracked displays may compensate for their lack of see-through by supporting placement and manipulation directly on surfaces [Fitzmaurice et al. 1995, Ishii and Ullmer 1997] where optical or video see-through capabilities may not always be useful. This applies especially to video-see through systems, since the camera would be either blocked or out-of-focus, when it is placed on, or very close to, the surface.



Figure 10. The Chameleon system illustrates how dynamically updated graphics in a tracked display can provide context-sensitive information about real objects underneath. (Images courtesy of George Fitzmaurice [Fitzmaurice 1993].) 10



Disadvantages



2.2



–



Less realism The absent visual combination of real and virtual affects the level of realism and can weaken the link between the real objects and their associated digital content.



–



Display occludes the real objects As the display is moved in the environment, since it is not see-through, it may occlude real elements of interest.



Sensing and registration Perspective-correct imagery The geometrical relationship between the user’s viewpoint, the display, and the environment needs to be known for accurate and properly aligned combinations of the real and virtual. There are many different technologies that can be used to recover the position and/or orientation of users, displays and objects in AR systems. Common techniques use ultrasonic, electromagnetic, optical, or mechanical sensing, and can be deployed in an environment to sense and recover the properties of beacons, fiducials, markers and other features, or serve as an infrastructural frame of reference for sensors in the space. Exocentric approaches rely on technology in the environment, while egocentric approaches are self-contained and independently perform the necessary sensing and computation [Welch and Foxlin 2002]. All approaches to AR typically share a need for the display to be registered with the environment. A static display, such as the Virtual Showcase [Bimber et al. 2003, Bimber et al. 2001], may require only initial calibration. In contrast, a movable display, such as NaviCam [Rekimoto 1997, Rekimoto and Nagao 1995], needs continuous tracking to recover its relative pose to the environment. Camera-based techniques, as used in NaviCam, have become increasingly popular due to their cost-effectiveness and availability in commercial products (such as portable computers and mobile phones), where they can serve a dual purpose as both egocentric tracking device and video see-through combiner. Their use in AR was further facilitated through the development of ARToolKit [Kato and Billinghurst 1999], an open source framework for video seethrough AR [ARToolKit 2009]. ARToolKit uses camera-based tracking to recover the position and orientation of the camera relative to special fiducial markers in the environment, such that perspective renderings of 3D graphics can be registered with the environment and overlaid on the live video stream. The visual patterns greatly simplify the tracking and reduce the required computational power. Their obtrusiveness can however be avoided thanks to rapid advances in techniques such as SLAM (simultaneous location and mapping) and natural feature tracking [Klein and Murray 2007, Neumann and You 1999, Reitmayr et al. 2007, Takacs et al. 2008, Wagner et al. 2008b]. (See Figure 11.)



Figure 11. Natural feature tracking techniques make video see-through AR possible without the need for fiducial markers in the environment. Here, a mobile device tracks features on a printed page and overlays registered 3D graphics at interactive frame rates. (Images courtesy of Daniel Wagner and Graz University of Technology [Wagner et al. 2008b].) 11



The recovery of the user’s pose relative to the display may also be necessary for situations where the viewpoint is not fixed. This is primarily an issue for spatial optical see-through displays, where the relationship between the user, the rendered content on the display, and the real environment behind the display change, as the user moves. The need for user tracking is, however, dependent on many factors, such as how and where the virtual imagery is created and the display’s placement relative to the user. Head-worn displays [Cakmakci and Rolland 2006], for example, are typically assumed to be rigidly positioned relative to the user’s eyes, such that the user’s viewpoint can be directly derived from the tracked position of the display. Video see-through systems present the combined view in the plane of the video display, updating it only when the relative positions of the camera and the environment change. The same view of the real environment is thus shown on the screen if the user moves, while the camera and display remain stationary. Dedicated user tracking is also not necessary for systems that eliminate dependencies on the user’s perspective through direct augmentation of the real environment’s surfaces with projected 2D graphics [Bandyopadhyay et al. 2001, Pinhanez et al. 2003, Pinhanez 2001, Raskar et al. 2004, Raskar et al. 2003, Zaeh and Vogl 2006]. The same principle applies to optical see-through displays that are used on the surfaces of real objects to present 2D overlays [Stetten et al. 2001]. Perspective-correct imagery may also be provided without user tracking, through the use of a multi-view display system (e.g., [Jones et al. 2007]). Such systems render multiple views, where the principle of parallax can limit their respective visibility to certain perspectives. The user will thus only see the appropriate view, when viewing the display from the right position and/or direction, which implicitly avoids the need for tracking. This approach may however result in an increased computational load for the simultaneous generation of multiple views, while also limiting the user to a discrete number of fixed viewpoints [Halle 1997]. Interactive tabletops and surfaces are closely related to AR technologies in their augmentation of the user’s interaction with physical objects. Object sensing has been explored using a wide variety of exocentric techniques, where the main challenges lie in the detection, identification and tracking of unique artifacts. Most projects rely on either electronic tags or visual markers for remote identification and tracking [Patten et al. 2001, Reilly et al. 2006, Rekimoto and Saitoh 1999, Rekimoto et al. 2001, Want et al. 1999, Wellner 1993, Wilson 2005].



2.3



Interaction techniques Direct and unencumbered manipulation An AR system’s interactive capabilities often play a significant role in complementing the display capabilities that help to augment real-world tasks. While the literature has many compelling examples of techniques for exploring interaction in AR scenarios, many of these have unintentional side effects that influence the user’s interaction with the real world. Problems may be related to ergonomic factors, such as head-worn displays that limit visibility and peripheral vision, systems tethered with cables that constrain movement, or other wearable devices that cover parts of the user’s body. Social aspects may also be important, as user-worn technology can be inappropriate in many real-world scenarios. It may therefore be advantageous to emphasize interactive technologies that avoid such potential conflicts and minimize the negative effects an AR system may have on the user’s normal interaction with the real world. A number of different technologies that can enable interaction, while avoiding encumbering and user-worn equipment, are described in the following sections.



12



Figure 12. An acoustic tap tracker allows touch-screen interaction in public spaces by sensing the position of knocking actions on glass surfaces. (Images courtesy of Joseph Paradiso [Paradiso 2003, Paradiso et al. 2000].)



2.3.1



Touch The direct-manipulative property of touch-sensitive surfaces is often viewed as natural, intuitive and easy to use. Finger- or stylus-based pointing, dragging, tapping and gesturing can be directly applied to graphical objects of interest, without the need for special-purpose devices that users may need to operate in other forms of human-computer interaction [Han 2005, Matsushita and Rekimoto 1997, Paradiso et al. 2000, Rekimoto et al. 1998, Selker 2008]. (See Figure 12.) Numerous characteristics of the surface can affect the user’s experience and performance in finger-based interaction. Improper calibration, parallax between the touch-sensitive layer and display element, low display resolution, low sensing resolution, and occlusion by the user’s finger can prohibit accurate and precise interaction. Solid surfaces also typically lack the tactile feedback provided through texture, actuation, physical properties and mechanics of special-purpose input controls. This can be considered to be one of the most serious issues in interaction on touch devices, since technology that provides varying levels of passive or active tactile feedback (e.g., [Harrison and Hudson 2009, Poupyrev and Maruyama 2003, Poupyrev et al. 2002]) is still rare.



2.3.2



Gesture and pose It may be beneficial to remotely sense the user’s motion as a complement or alternative to direct touch [Wilson 2004], for example, if a system’s particular hardware configuration is incompatible with touch-enabling technology. Public installations can depend on issues such as material characteristics of the window glass, or the requirement for robust technology that is protected from users. Touch-based interfaces may also be inappropriate, or even prohibitive, for certain user scenarios. These could include laboratory work or medical procedures, where the user’s hands are occupied or wearing gloves, or the task requires aseptic operation. The controlled, or semi-controlled, measurement of light is a popular remote sensing approach for interactive applications. The methods vary, for example, based on the type of



Figure 13. VIDEOPLACE was among the first systems to successfully demonstrate telepresence, gestural control, interactive computer graphics and other important concepts. (Images courtesy of Myron Krueger [Krueger 1977, Krueger et al. 1985].) 13



Figure 14. The ALIVE system tracks a user’s body parts and supports full body interaction with virtual creatures. (Images courtesy of Alex Pentland, Bruce Blumberg and Trevor Darrell [Maes et al. 1995].)



hardware used, the type of light that is sensed, and whether the scene is actively illuminated by the system. Basic scene changes may, for example, be detected with an ordinary camera that captures visible light. Such remote sensing approaches can be used for tracking body parts, such as the head or hands, where the resulting detection of postures and gestures may be mapped to explicit interface control [Krueger 1977, Krueger et al. 1985, Maes et al. 1995], as shown in Figure 13 and Figure 14. An eye tracker, on the other hand, can recover the 3D positions of the user’s eyes by illuminating the scene with multiple infrared light sources and capturing the reflecting light from the pupils on an image sensor that senses only infrared light [Tobii 2009]. TouchLight [Wilson 2004], shown in Figure 15, uses two infrared cameras and stereo computer vision to detect the position of the user’s hands near the surface of a transparent display.



Figure 15. TouchLight uses computer vision to track the user’s gestures in front of a transparent display. (Images courtesy of Andrew Wilson [Wilson 2004].)



Gesture-based interfaces are often regarded as natural, intuitive, futuristic or “magical”, but there are numerous issues that can complicate their usability. The lack of physical support may, for instance, cause fatigue due to lengthy interactions, unnatural poses, or the recognizer’s need for exaggerated motion. The potential difficulty of detecting the start and end of an action is another problem that is often referred to as the “Midas touch problem” in eye tracking [Jacob 1991], which can complicate the distinction between movement and actuation in the user interface. It is worth noting that sensing a user’s movement, gaze or other actions can also be used implicitly to increase the level of immersion, through subtle changes or responses in the user interface. 2.3.3



Handheld devices There is a distinction between handheld devices, which can be seen as analogous to tools, and user-worn devices, which often serve as accessories that extend our capabilities. How much a device encumbers the user depends, of course, on the specific activity and the device’s properties. A wristwatch, for example, may not be disturbing in an office environment, but may be uncomfortable to wear at night and, in contrast to a pocket watch, 14



requires some time and effort for removal. A diving watch is similarly a useful tool underwater, in contrast to the potential problems that could be caused by the use of an ordinary watch. A handheld device has many benefits that leverage our inherent capabilities to manipulate physical objects with our hands [Fitzmaurice et al. 1995, Ishii and Ullmer 1997, Yee 2003]. Changing grips for better comfort is a natural instinct, and it is often easy to, for example, put down a device, or switch to the other hand, if required. The device’s onboard controls can also support a different set of input and output functionality than what is possible with touch or gesture alone. Physical buttons, scroll wheels, joysticks, trackballs, touch-screens, accelerometers, microphones and hardware for vibro-tactile feedback are examples of standard technology in many of today’s handheld devices. On-board components may also assist in sensing user activity, as in the case of using accelerometer data for motion sensing [Rekimoto 1996, Wang et al. 2006]. Other benefits are found in multi-user environments, where the devices provide an implicit indication of which persons are in control at the moment. The act of passing a physical device to another person is also a strong metaphor for delegation of control. The physical properties of handheld devices can, on the other hand, become a problem, as the hardware may not only be costly but also introduces potential issues of damage, wear, loss and theft. Requirements for regular service, such as battery charging, software updates or repair, could have an impact on practical use. Some scenarios might additionally not benefit from limiting the number of simultaneous users by availability and support for specific hardware devices. Handheld devices can include everything from classical remote controls to advanced mobile devices, with simple behavior that transmits button presses, to complex input/output functionality and spatial awareness. 2.3.4



Speech input Speech interfaces typically employ a command-based interaction style, where the user executes actions through verbal commands. Interactivity can however also be achieved through analysis of non-verbal features, for example, to provide continuous parameter control [Harada et al. 2006, Igarashi and Hughes 2001, Olwal and Feiner 2005, Patel and Abowd 2007]. Delays in audio processing and the inherently limited bandwidth of speech are factors that need to be taken into account for each scenario, as they can affect the system’s perceived performance, responsiveness and interactivity. The issue of ambient noise and conflicting audio is a major challenge in speech interfaces, where the system’s ability to focus on the relevant sound source often determines its success in accurately interpreting the user. This has led to various hardware strategies that spatially narrow the system’s capture of audio, ranging from array microphones that remotely sense direction, to user-worn microphones that clip onto clothing for advantages of proximity, to body-attached microphones that exploit bone conduction to isolate the user’s voice from the surroundings [Basu et al. 2000, Xu et al. 2004].
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