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The seminar and project 3D Computer Vision & Augmented Reality (INF-73-71S-7, INF-73-81-L-7) are continuative courses based on and applying the knowledge taught in the lecture 3D Computer Vision (INF-73-51-V-7). The goal of the project is to research, design, implement and evaluate algorithms and methods for tackling 3D computer vision problems arising in augmented reality applications. The seminar is more theoretical. Its educational objective is to train the ability to become acquainted with a specific research topic, review scientific articles and give a comprehensive presentation supported by media. Both courses treat open topics from the field of 3D computer vision and augmented reality, such as algorithms and methods for camera tracking, object recognition, pose estimation, and 3D reconstruction, augmented reality applications and current trends, computer vision and mobile augmented reality on consumer devices, realistic rendering and more. In the winter semester 2012/13, three projects addressing efficient dense stereo reconstruction for high-resolution images, efficient feature matching strategies for sparse structure from motion and contour-based object detection methods were developed. Moreover, two seminar works addressed the problem of non-rigid point cloud registration. The results are documented in these proceedings.
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Evaluation of pairwise feature matching using the daisy descriptor (project) Christian Maxeiner1 and Christiano Gava2 1



[email protected] 2 [email protected]



Abstract. Daisy is a newly presented descriptor that aims to be very efficient but delivering high quality results. In this work we implemented a matching algorithm that uses daisy to evaluate the quality of the descriptor. To do that the matchings computed using daisy are compared to a color-NCC approach. Keywords: daisy, color-NCC, dense matching
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Introduction



The aim of this project was to assess the quality of the daisy descriptor introduced by Tola et. al [34] on performing dense feature matching. Daisy is a descriptor that is based on gradient orientation histograms. Other prominent descriptors that use histograms to describe the area around a pixel are SIFT [22] and SURF [6]. As the authors state, the main computational drawback of these approaches is, that they need a weighted sum to be computed to obtain these histograms. The key in daisy is that it is based on convolutions with different Gaussian kernels instead. This should be considerably faster to compute and lead to high quality results according to [34]. To evaluate the results that are produced by daisy, we implemented a matching procedure with daisy as well with color-NCC. As color-NCC is a standard approach in dense matching, daisy is expected to provide matches of similar quality.
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Background



In [36], Tola et al described a procedure for dense matching using their daisy descriptor. This section describes the concept behind. The algorithm is based on three main steps. First the daisy descriptors are initialized for all pixels of each image in a given pair. This basically means that the different convolution layers are precomputed by the library. The exact descriptor is later computed using the orientation according the epipolar line, as it is described in the paper. Second there is an iteration through the pixels of one image. Inside each iteration the exact descriptor is extracted. In the following this descriptor is treated
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as reference descriptor. As orientation the orthogonal angle to the epipolar line is used. Third the descriptors in the second image are calculated, that come into account to be matching candidates. These are all pixels lying on the epipolar line. The paper constraints this search a bit more. As the daisy descriptor is based on convolutions with a Gaussian kernel, it is expected to change smoothly during movement. So instead of calculating the descriptor at each location along the epipolar line, it is just calculated at sparse points. As the goal of the algorithm is dense matching, the most similar descriptor should be found. In this procedure the Euclidean distance is used for comparison. These distance values are transformed according equation 1. P (d) =



1 −D e , C S



(1)



D is the euclidean distance, S is a sharpness factor and C is normalization factor, so that all resulting values sum up to one. The authors refer to these values as probability values for the corresponding descriptor pairs. As consequence the results are treated as a probability distribution along the epipolar line. The authors use this to define a reliable match as having a clear peak in this distribution. To measure the presence of such a peak, the authors defined the ratio R=



Pbest Psecondbest



(2)



Pbest is the probability value of the best match. Psecondbest is the probability value of the best match, without consideration of the probability values around the best match inside the descriptor radius. This is due the descriptor is expected to change smoothly, so that neighboring values will always lead to similar values. In the authors’ approach this ratio is checked to be above a threshold of 0.8. As result this algorithm delivers multiple corresponding pixels. These could be used to produce a point cloud using triangulation.
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My approach



The daisy descriptor is pulished as an open source library [33]. In this project version 1.8.1 is used, which is the newest public version at this time. The goal was to follow the matching procedure of [36], that is described in section 2. During implementation, some inconsistencies were found in [36]. First, there was an inconsistency in equation 2 in combination with the proposed threshold. In this equation the probability of the best match is divided by the probability of the second one. As by definition the probability of the best match has to be higher than the second probability, this ratio has to be greater or equal to 1. But in [36] the ratio is checked against a threshold of 0.8. For the implementation in this project we decided to flip this value to
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R=



Psecondbest , Pbest



(3)



as this seemed to be most reasonable. Second, in [36] it is mentioned, that this ratio is checked to be above a threshold. The ratio has to get smaller, if the best probability increases. Thus, we changed the condition to check if the ratio is below the threshold. Third, the sharpness factor S in equation 1 is not published in [36]. This value changes the transformed probabilities. Thus, this influences the ratio defined in equation 3. For speedup some simplifications to the original procedure have been done. The original approach is not directly based on distances. It uses similarity values, referred to as probabilities. These are calculated by transforming the distance values using equation 1. In our implementation the best and second best match are searched based on distances directly. This is equivalent, as equation 1 is strictly monotonically decreasing. Also the calculation of the square root, that is defined in the euclidean distance, is avoided. This can be done as the square root does not change the ordering. To get equivalent values for the filtering ratio, the saved transformations are then performed for the best and second best match only. After the matching is performed, a point cloud is produced by triangulation. As daisy promises to deliver high quality results for dense matching, an evaluation was performed by comparing the results to color-NCC. Color-NCC is a very popular and standard approach in dense matching, so daisy is expected to deliver at least a similar quality. To avoid that differences in the results are according a differing matching procedure, the same implementation is used as basis. There are just changes in the calculation and comparison of the descriptors, as NCC requires the scalar product as similarity measure.
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Experiments



To evaluate the quality of daisy, multiple experiments were performed. These are based on the stereo image sets fountain-P11 and entry-P10 presented in [30]. These are shown in Fig. 1. The experiments were performed with differing descriptor parameters for daisy and color-NCC. A detailed description about the daisy parameters can be found in [34]. Following [36], the daisy radius and color-NCC window size were chosen to cover approximately the same area. So for each experiment the color-NCC window size was set to two times the daisy radius plus one, as this covers a squared area around the circle covered by daisy. Daisy offers 4 parameters. These are the radius (R), radius quantization (Q), angular quantization (T) and histogram quantization (H). In a first step the parameters for daisy were chosen according [36], this is R=8, Q=2, T=4 and H=4. The threshold for the ratio defined in equation 3 was set to 0.8. With this threshold matching was not possible, as all matches were filtered out. To get a
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Fig. 1. Instances of the fountain-P11 data-set (top) and entry-P10 data-set (bottom)[30]



reasonable number of matches, the threshold had to be increased to 0.99. Out of these matches a point cloud was computed. For comparison with color-NCC, matching was performed with color-NCC window size equal to 17. The point clouds in case of the fountain are visualized in Fig. 2. As it can be seen, matches produced by daisy are mainly incorrect. In fact, it is not possible to identify the general structure of the scene. Color-NCC also produces outliers, as expected. However, the structure of the fountain is observable. In case of the entry-P11 data-set [30] we get qualitatively similar results. The idea was to improve the results by increasing the descriptor radius. In case of daisy also the angular quantization and the histogram quantization were increased. The final values of the parameters for daisy are R=12, Q=2, T=8 and H=8. This is compared to color-NCC with window size 25 (See Fig. 3). With these increased parameters there are no observable improvements in case of daisy. For NCC it can be seen, that the outliers are reduced. Because we had to set the threshold for the ratio of the daisy matches to 0.99 and because of the missing structures in the daisy matches, we visualized the probability distribution for matches along the epipolar line for an example point (Fig. 4). It can be seen that the probabilities are mostly between 0.8 and 0.9. That means there is no clear peak in the matching probabilities computed with daisy, which could explain that the matches look very chaotic. We did one more try filtering out all matches, where the area around a corresponding pixel shows low texture. The results are shown in Fig. 5.
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Fig. 2. Point clouds for the fountain using daisy (left) and color-NCC (right). Daisy: The chosen parameters are R=8, Q=2, T=4 and H=4. The threshold of the similarity ratio is set to 0.99. NCC: The window size for color-NCC is set to 17.



Fig. 3. Point clouds for the fountain using daisy (left) and color-NCC (right). Daisy: The chosen parameters are R=12, Q=2, T=8 and H=8. The threshold of the similarity ratio is set to 0.99. NCC: The window size for color-NCC is set to 25.



Fig. 4. a) Reference pixel in image 1. b) Corresponding epipolar line in image 2. c) Unnormalized ”probability” distribution along the epipolar line.
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Fig. 5. Point clouds for the fountain using daisy (left) and color-NCC (right). Point clouds after filtering matches with points having low variance around. Daisy: The chosen parameters are R=12, Q=2, T=8 and H=8. The threshold of the similarity ratio is set to 0.99. NCC: The windows size for color-NCC is set to 25.



Also the point clouds are reduced, no qualitative improvement is observable.
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Conclusion



According to the results described in [36], high quality matchings using the daisy descriptor were expected. As we assessed in our experiments, the resulting point clouds show no general structure and are worse than those created using colorNCC. There are different points of uncertainty that could lead to these very differing results from the paper. First there is the unknown sharpness parameter that could influence the filtering ratio. Second there was a problem with the definition of the probability ratio and the threshold. Third the authors used a newer version of their descriptor that is not published. As stated in [36], the main changes are due to scale invariance. Nevertheless, we carefully chose image pairs with neglectable scale changes. Thus, differences in scale should not influence our results. We evaluated our implementation using color-NCC, without changing the basic matching procedure. Thus, the basic matching method is working correctly.



Optimized image matching for efficient 3D reconstruction (project) Oliver Wasenm¨ uller1 and Bernd Krolla2 1 2
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Abstract. The generation of a virtual three-dimensional model of a real object is of high interest for advertisement, documentation or many other purposes. Usually an unordered set of images is taken and the images are matched in a very inefficient brute force manner. In this paper we therefore aim to develop, implement and evaluate more efficient matching strategies. The basic concept was to perform a very fast preprocessing, which identifies a subset of similar images. The subset contains the most similar image-pair candidates, which will then be matched in detail. We distinguish two types of preprocessing. One type is based on scaled images and the other type is based on histograms. With our fastest approach we achieved a speed-up of factor 5.2 by losing 10% of the matchable image-pairs in a test dataset with 24 images. Keywords: 3D reconstruction, matching strategy, feature matching, structure from motion
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Introduction



The generation of a virtual three-dimensional model of a real object is an attractive tool for many different scenarios such as advertisement, education or documentation purposes [25]. There exist many methods to compute such a model out of several images based on feature matches. In this context features are image points that are distinctive and describable based on different methods such as [23, 7, 27, 18, 35]. Feature matches are corresponding image points in different images. The input for these methods is always a set of images, which observe the object under different viewpoints. Usually every image of this unordered set must be matched with every other image in the set. Thus for a set of n images n · (n − 1) (1) 2 image-pairs must be compared. This brute force strategy is very inefficient, because there are usually much less image-pairs, which can be matched. In our example dataset with 24 images 276 images-pairs were compared, but only in 77 images-pairs matches were found. In this paper we therefore aim to develop, implement and evaluate more efficient matching strategies. The idea is to perform a very fast preprocessing, where
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a subset of image-pairs is identified, which contains the most similar image-pair candidates. After this the preselected image-pairs get matched with an existing robust algorithm [15] (see chapter 2). We distinguish two types of preprocessing. One type is based on scaled images and the other type is based on histograms. We evaluated the different methods on an example lion-dataset with 24 images. With our fastest method we achieved a speed-up of factor 5.2 by losing 10% of the matchable image-pairs. The remainder of the paper is organized as follows: Chapter 2 describes the Robust-Matcher [15], a state of the art algorithm to match image-pairs. In chapter 3 the enhanced matching methods are presented. Section 3.1 contains the scaling based methods and section 3.2 the histogram based methods. These methods are evaluated before concluding in chapter 4. The appendix depicts further evaluation data.
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State of the art



For computing a three-dimensional model of an object, images with corresponding feature matches are required [12]. For this matching process the slightly modified Robust-Matcher algorithm described in [15] is used. The input is a pair of images, which observe the same object from different viewpoints. First the feature points in both images are detected and their descriptors based on Scale-invariant feature transform (SIFT) [23] are computed. Then the matching process as proposed in [15] is started. Therefore the descriptor of each feature point in the first image is compared with all descriptors of the second image based on a k-nearest neighbor algorithm (k = 2). So, for each point in the first image the two best matches in the second image are found. These are the two best ones based on the distance between their descriptors. This matching is performed in a bidirectional manner from the first to the second image as well as from the second to the first. If the measured distance between the descriptors varies significantly, only the first match is accepted and the second one is rejected. The result are two sets of matches, one from the first image to the second and the other one from the second to the first image. In a symmetry test only matches are accepted, which are in both sets and the remaining matches are rejected. The resulting set is checked by using RANSAC [10] whether the matches obey the epipolar constraint [12]. In Fig. 1 two exemplary results of the algorithm applied to the lion dataset with 24 images can be seen. On the left part of the figure matches with nearly no outliers can be seen. On the right part no matches are depicted, since the images show the lions front and backside. Hence, the algorithm is very robust and delivers high quality results. The big disadvantage is the runtime. In average it took 7.2 seconds to match one image-pair, so the computation of the whole dataset (276 image-pairs) took more than 33 minutes. However we found only in 77 image-pairs matches, so most of the computation (> 70%) was done without success.
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Fig. 1. Matches between two images with similar (left) and contrary (right) viewpoint. Matched feature points from two images are connected by lines
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Enhanced methods



The algorithm of chapter 2 needs a long time to compute the matches of every image-pair in a set of images. Especially a lot of computation is done without success. The effectiveness of the method is significantly reduced. This paper focuses on finding an algorithm to solve this problem more effective. The idea is to perform a very fast preprocessing, where the image-pairs which can probably be matched are selected. After this step the selected image-pairs get finally matched with the Robust-Matcher as proposed by Laganiere [15] (see chapter 2). Thus a lot of time is saved in the final matching by adding only a short time of an additional preprocessing. We distinguish between two types of preprocessing. The first idea is to accelerate the Robust-Matcher by scaling the images before matching. The second idea is to describe the images by histograms, comparing these histograms and selecting the ones with highest similarity as possible image-pairs. The approaches are explained in more detail and evaluated with the lion dataset in the following sections. In the evaluation the Robust-Matcher [15] is used for the ground-truth. The quality of the preprocessing is determined by the error I and II rate of its classification. The error I rate determines how many image-pairs pass the classification successfully in the preprocessing without having matches in respect to the total number of image-pairs without matches. A high error I rate causes a lot of unsuccessful computation in the final matching. The error II rate determines how many image-pairs with matches are rejected in the classification in the preprocessing in respect to the total number of image-pairs with matches. A high error II rate indicates the loss of matchable image-pairs and thus a lower reconstruction quality. 3.1



Scaling based methods



The Robust-Matcher algorithm needs a long time for computation. First it must find all the features in the image. Those can be numerous in a high resolution image. This high number of matches must be described and matched afterwards. The calculation time is here quadratic to the number of found features. The idea for reducing runtime is to scale the images before applying the Robust-Matcher. With scaling the number of features is reduced; thus the computation time is also reduced, but we still expect to find matchable image pairs. The different
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results for full resolution and scaled images is shown in Fig. 2. In the scaled images are much less matches. These matches are also more imprecise.



Fig. 2. Matches between two images with full resolution (left) and half scale (right).



We evaluated the preprocessing by scaling and the subsequent final matching for the lion dataset. The results are shown in Fig. 3. The preprocessing for the whole dataset with 24 images at half scale took around 5 minutes and found 52 matchable image pairs. The final matching for these image pairs took around 6 minutes. The Robust-Matcher with full scale images found 77 matchable image pairs, thus there is an error II rate of 32%. The preprocessing with a quarter scale took around 1 minute and the subsequent final matching around 4 minutes, but produced an error II rate of 61%. There were no additional matches in comparison to the Robust-Matcher, so the error I rate is always 0%. These results show that a speed-up up to factor 3 and 6 respectively can be achieved with a preprocessing based on scaling. The big disadvantage is the high error II rate of 32% and 61% respectively. With such a high error rate this method can only be recommended with caution to be used for 3D reconstruction, because too many image-pairs that are needed might get lost. Therefore we searched for more robust preprocessing methods.



Fig. 3. Total computation times for scaling based preprocessing together with their final high resolution matching and their error II rate. Note, that error I rate is zero for all scales. Scales below 0.25 were evaluated, but did not deliver any reasonable results.
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3.2



Histogram based methods



The goal of the preprocessing is to find image pairs which can be matched afterwards. In general there is a high possibility to find matches in image-pairs, if these two images have a similar appearance. Thus, in this chapter we try to find images with similar appearance based on histograms. For the description by histograms the images were slightly blurred to make their description independent of minor artifacts. Afterwards the images were standardized to a fixed resolution of 100 x 100 pixels to make the histograms independent of the original resolution. The images are described by two histograms, one for the x-direction and one for the y-direction. A histogram is stored as a 100-dimensional vector. The n-th entry in the x-direction histogram represents the standardized sum of all pixels in n-th row. Correspondingly the m-th entry in the y-direction histogram represents the standardized sum of all pixels in m-th column. In Fig. 4 two images with their corresponding histograms are depicted. The crux is to compare the histograms of the images. We compute their similarity via the distance of their histograms. In this paper we present and evaluate four different approaches to compute this distance. The image-pairs for the final matching with the Robust-Matcher are selected in the preprocessing, if their distance is under a certain value. This value must be set properly. Determining this value is a tradeoff between accuracy and efficiency. On the one hand it is unwanted to lose too many matchable images-pairs in the preprocessing (low error II rate); on the other hand we do not want too many unmatchable image-pairs in the final matching (low error I rate). The correlation of this value and the error rates for each approach are shown in the appendix (Fig. 7 - 13). We decided to set the value in this way that the classification has an error II rate of 10%, so we lose 10% of the matchable image-pairs in the preprocessing.



Fig. 4. Two example images of the lion dataset with their histograms in horizontal and vertical direction. Note, that the histograms were calculated based on normalized images (100 x 100 pixel) to ease comparison.
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The quality of the preprocessing depends then on the resulting error I rate, so the number of unnecessary image-pairs in the final matching; the less unnecessary image-pairs pass the preprocessing, the faster is the whole matching process. The evaluation is done with the lion dataset with 24 images, so it compared 276 image-pairs. The ground-truth is the result of the Robust-Matcher (see chapter 2). The Robust-Matcher found matches in 77 image-pairs out of the 276 candidates. It took 7.2 seconds to match one image-pair, so the computation of the whole dataset took more than 33 minutes. Vector Distance. The easiest way to compute the distance of two histograms is to calculate their Euclidean vector distance. The Euclidean vector distance of two n-dimensional histograms R andq Q is the root of the sum of all squared Pn 2 differences of the corresponding entries ( i=0 (Ri − Qi ) ). The distance of two histograms A and B with 100 dimensions can then be calculated by applying the vector distance with: v v uv 2 2 u 99 uu 99 uX uuX d1 (A, B) = tt (Ax,i − Bx,i )2 + t (Ay,i − By,i )2 i=0



(2)



i=0



Squaring and subsequent extraction the root enforces minor differences between the images to have less influence on the distance, but assures major differences to have greater influence. The calculation of the Euclidean vector distance is simple and can be computed fast. First we applied the Euclidean vector distance to the colored lion dataset. So we had to compute the distance for every color channel. This took 3.3 seconds to compute all the distances of the colored images (see Fig. 6). The resulting error I rate was 26% while assigning the error II rate to 10% (see Fig. 7). The total computation took 377 seconds (see Fig. 5). To speed-up this process we restricted the preprocessing to gray scale images, so we do not have to compute the distance of three channels, but for only one channel. Thus the preprocessing took only 1.1 second (see Fig. 6). However this classification produced an error I rate of 29% (see Fig. 8) and the total computation took 411 seconds (see Fig. 5). Thus only the preprocessing for gray scale images is faster, but the total computation is slower than for colored images. A general problem in this approach is translation. The object that should be reconstructed is not always at the same position in the image. For this reason even small translations result in errors, because only fixed pixel rows are compared. Sliding Window. In the sliding window approach no fixed pixels are compared, but we look for an optimal translation of the images to minimize the distance. Therefore a window of the second image is slid over the first one and the distance for each position is calculated. The result is the translation with the
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shortest distance. In our implementation we took the centered half as window, because this area contains probably the object which should be reconstructed. The distance of two histograms A and B can then be calculated by applying the sliding window approach with:



d2 (A, B) = min (



74 X



(Ax,i − Bx,i±j )2 | − 25 ≤ j ≤ 25)



i=25



+ min (



74 X



1



(Ay,i − By,i±j )2 | − 25 ≤ j ≤ 25) 2



(3)



i=25



With this calculation translation is compensated, as long as the object is in the center or close to the center of the images. If the object is close to the border of the second image, it is not or not completely contained in the window anymore and has thus no influence on the shortest distance. A further drawback of this method is the fact that it only compensates translation but no rotation. First we applied the sliding window approach to the gray scale lion dataset. The preprocessing took 1.1 seconds (see Fig. 6) and produced an error I rate of 31% (see Fig. 9). In comparison to the other methods, this is one of the best approaches. The subsequent final matching took 446 seconds (see Fig. 5). In order to obtain more precise results, we chose the gradient image instead of the original image. We computed the gradient images in horizontal and vertical direction, combined these two images into one image and proceed the algorithm with this resulting image. We applied the algorithm again on the lion dataset. The preprocessing took 4.9 seconds (see Fig. 6) and produced an error I rate of 55% (see Fig. 10). In comparison to the other methods, this os one of bad approaches. The subsequent final matching took 792 seconds (see Fig. 5). Thus the expectation was not satisfied, because it is in general not robustly possible to find an optimal translation for the window. A general problem for the sliding window approach is that it fails, if - as in the current case - no translation is contained in the dataset. Dynamic-Time-Warping. In the specified application scenario the camera is moved around the object, which should be reconstructed. The objects pose is therefore translated as well as rotated between the resulting images. This rotation and translation distorts the histograms of the different images against each other. Dynamic Time Warping (DTW) [29] is an approach for measuring similarity between two - originally time dependent - histograms. In the current context is it used to compensate distortion along the x-dimension and measures the distance according to the Euclidean distance independent of non-linear variations in the x-dimension. The distance of two histograms A and B can then be calculated by dynamic time warping as proposed by [40] with:



15



i n t d 3 (A, B : a r r a y [ 1 . . n ] ) { DTW[ 0 , 0 ] := 0 f o r i := 1 t o n f o r j := 1 t o m c o s t := d 1 (A[ i ] , B [ j ] ) // E u c l i d e a n v e c t o r d i s t a n c e DTW[ i , j ] := c o s t + minimum (DTW[ i −1, j ] , // i n s e r t i o n DTW[ i , j −1] , // d e l e t i o n DTW[ i −1, j −1]) // match r e t u r n DTW[ n , m] } First we applied the DTW approach to the gray scale lion dataset. The preprocessing took 1.4 seconds (see Fig. 6) and produced an error I rate of 66.3% (see Fig. 11). The subsequent final matching took 950 seconds (see Fig. 5). This classification is again not as efficient as the classification via the vector distance. Thus we applied the approach again on the gradient images. The preprocessing took 5.1 seconds (see Fig. 6) and produced an error I rate of 66.8% (see Fig. 12). The subsequent final matching took 957 seconds (see Fig. 5). The description of the images with their gradients led again to no improvement, but resulted in similar results as the gray images. This approach leads also to wrong results, if the object, which should be reconstructed, is not totally contained in image.



Fourier Transform. In the three previous approaches the histograms are always compared directly against each other. The idea in this approach is to transform the histograms into a characteristic representation first and then to compare these representations. For transformation we used here the Fourier transform [11]. With this transformation algorithm every function can be transformed into a sum of periodic waves with different frequencies and magnitudes. The Fourier transform represents the magnitude for every frequency domain. This representation is characteristic for a function and is widly used in the scientific community [41]. The similarity of two Fourier transforms can be calculated by applying the Euclidean vector distance. Each frequency domain is compared with its corresponding domain. We applied the Fourier transform approach to the gray scale lion dataset and obtained a preprocessing time of 1.3 seconds (see Fig. 6). It produced an error I rate of 46% (see Fig. 13) and thus the subsequent final matching took 655 seconds (see Fig. 5). This classification is again not as efficient as the classification via the vector distance, but more efficient than the DTW approach.
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Fig. 5. Total computation times for different preprocessings together with their final matching in seconds. Note, that the preprocessing time is too short to appear in the plot.
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Conclusion



All presented matching approaches resulted in a speed-up of the matching time in comparison to the current brute force strategy. The obtained speed-up factor is between 2 for the dynamic time warping approaches and more than 5 for the vector distance approaches. The strength of the scaling based method is the independence of illumination changes, rotation, translation and parameter setting. It is thus the most general approach. Even though it rejects many image-pairs with matches leading to a significant error II rate and is thus not very robust. All the histogram based methods require a manual parameter setting and images without illumination changes. The vector distance approach is easy and fast to compute, but is prone to errors caused by translation and rotation. The sliding window approach compensates translation, but has problems with rotation and objects located close to the image border. The dynamic time warping approach compensates small translation and rotation of the object, but has also problems with objects located close to the image border. The Fourier transform approach can handle small translation and objects located close to the image border, but has problems with rotation. For the lion dataset the preprocessing with a similarity measure with vector distance and colored images was the best improvement and a speed-up factor of 5.2. The results of the whole evaluation with the lion dataset are summarized in Fig. 5.
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Appendix



Fig. 6. Computation times for different preprocessings in seconds.
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Fig. 7. Type I and Type II error of classification with vector distance of colored histograms.



Fig. 8. Type I and Type II error of classification with vector distance of gray histograms.



Fig. 9. Type I and Type II error of classification with a sliding window comparison of gray histograms.
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Fig. 10. Type I and Type II error of classification with a sliding window comparison of gradient histograms.



Fig. 11. Type I and Type II error of classification with a dynamic time warping comparison of gray histograms.



Fig. 12. Type I and Type II error of classification with a dynamic time warping comparison of gradient histograms.



Fig. 13. Type I and Type II error of classification with a fourier transform comparison of gray histograms.
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Abstract. Active contours are a well-known mechanism for segmenting objects in images. Shawn Lankton et al. present a new hybrid version of active contours which combines the advantages of both global and local methods. In this work, Lankton’s algorithm is implemented in C++ and further optimized using CUDA. Different approaches for comparing the resulting contours are examined, and the implemented segmentation and contour comparison method are then embedded in a simple tracking application. The experiments show that active contours can be used to realize an intuitive tracking by contour application. Keywords: Active contours, hybrid segmentation, contour matching, tracking by contour
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Introduction



Tracking has a great variety of applications, ranging from movement prediction over video surveillance and augmented reality to medical applications. Similar to the variety in possible applications, there are very many different approaches to tracking, each of them having their individual advantages and disadvantages. Anyway, most of the approaches basically need two main components, namely a feature extraction and a feature comparison algorithm that can decide if the detected object is really the object of interest. For improved tracking performance, a suitable motion model can be used as an additional component. This work is specialized on one specific detection mechanism, which is detection by contour. In the context of a larger object detection and tracking project, a new variant of active contours will be tested on its ability to act as the object detection component in a simple tracking algorithm. Active contours are self-evolving curves that start at a user-defined position, preferably near the boundary of an object. During several iterations, the curve should move and deform in such a way that it converges to the actual object boundary and thereby segments the object. The concrete segmentation algorithm used in this work and its implementation will be described in section 2 and 3, respectively. Section 4 talks about suitable methods to compare two contours, the second component needed for a tracking application. A simple implementation of the whole tracking algorithm is then described in section 5. The work concludes with some experiments, the corresponding results and ideas for future work.
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Shawn Lankton’s segmentation algorithm



Like indicated before, the segmentation algorithm implemented in this work uses a new variant of active contours. Two main categories of such contours exist, namely ”local geodesic” (or edge based) and ”global region-based” active contours [17]. Local geodesic methods try to produce a smooth curve that lies on strong gradients, which are supposed to be the object boundaries. These approaches only use image information directly at the contour and, as a consequence, depend strongly on the initial contour placement. In contrast to that, region-based methods consider also the surroundings of the curve and try to deform the contour such that parts belonging to the object and parts not belonging to the object both have an intensity which is as uniform as possible. The main drawback of the latter approach is that the underlying assumption – that interior and exterior parts of an object are best approximated by their means – may not always be true and the contour could move too far away from the starting position. [17]



Fig. 1. Performance of different types of active contours, given the same initial position. [17]



Shawn Lankton et al. combine these two main ideas of active contours to make use of the advantages of both methods. The resulting algorithm produces a more accurate segmentation while being more flexible in the initial contour placement. For the derivation of the iterative segmentation algorithm, a new energy function is formulated, which is a combination of the energy functions used with local geodesic and global region-based active contours. Applying gradient descent to this energy function results in a formula which can then be used to iteratively move the contour to the supposed object boundary.
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Implementation of Shawn Lankton’s segmentation algorithm



Shawn Lankton provides an exemplary Matlab implementation of his new segmentation method [16]. Its first step is to create a so-called ”Signed-DistanceFunction” (SDF) matrix from the user-selected initial contour. An SDF matrix,
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as big as the input image, represents a contour by storing the respective distance to the contour line in each pixel. Values of pixels that are located inside the contour are negative and values of pixels that are located outside the contour are positive. In the core loop of the algorithm, this SDF matrix is used to compute the energy gradient of the contour and is continuously updated until a fixed number of iterations has been completed. The available implementation of the algorithm has been translated to C++, using Microsoft’s Visual Studio 2010 as development environment. Several freely available libraries, namely OpenCV [13], Boost [9] and Imdebug [5], have been used to avoid unnecessary coding of already available algorithms and to improve performance and stability. By iteratively applying some optimizations to the code, the runtime of the segmentation algorithm could continuously be improved. Furthermore, a termination criterion has been introduced to stop the segmentation automatically when the shape of the contour has converged. An additional step that has been taken to improve performance, was to implement the core of the algorithm in CUDA. This allows to make use of the power of a CUDA-enabled graphics card for computations. Since the algorithm has to repeat many computations for each and every pixel during the evolvement of the contour, it is well suited to be accelerated by a graphics card. Indeed, the performance of the segmentation could be increased, although one could surely still find many possibilities for further optimizations.
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Comparing contours



Segmenting objects is the first step in creating a tracking by contour application. The second essential component is the ability to match two given contours. Knowing the distance of two contours – which can be computed in quite different ways –, one can decide if they represent the same object or, for example, some occlusion has occurred. Veltkamp et al. [37] give a good overview of state-of-theart shape matching techniques. The possible application of one of the presented algorithms always depends on the given representation form of the contour.



Fig. 2. The different contours used for testing.



24 Distance measure Shifted Bigger Rot. 120° Overlap 1 Overlap 2 Cut SDF avg. difference 12.63 11.7 2.88 9.5 19.18 4.29 SDF max. difference 62.24 19.24 29.61 57.8 47.63 31.0 SDF diff. row-column-wise 25.99 11.7 8.47 9.5 19.18 4.29 Best shifted difference 0.0 37.21 38.33 32.58 48.1 20.28 Turning angle bins, DTW 0.0 20.0 23.0 45.0 214.0 29.0 Table 1. Different distance measures for contours, tested with the contours shown in Figure 2. The range of possible values lies in [0, +inf) for all of the shown distances. Only best shifted difference and turning angle bins with DTW are translation-invariant. The last distance measure is the only one that delivers lowest distance values for shifted and bigger contours, which should ideally be recognized as equal.



The result of the segmentation algorithm described in section 2 is a SDF matrix. Some simple contour matching techniques, which are not based on some specific source, but are rather own ideas, can directly be applied based on this SDF representation. Other matching algorithms, for example approaches that work with the curvature of the contour, require as input the sequence of neighboring points along the object boundary. Table 1 gives an overview over the performance of the most important contour matching algorithms which have been tested. Some of them are described below in more detail. 4.1



Comparison of two SDF matrices



The simplest comparison of two SDF matrices that one could imagine is the sum of the per-element absolute differences of the two matrices. To be independent from the absolute size of the SDF matrix, the result is divided by the number of pixels to get the average difference (see ”SDF avg. difference” in Table 1). This distance measure has the disadvantage that it penalizes simple shifts of the same object with a pretty high distance, whereas some real occlusions result in a quite low distance value. A variation is summing up the differences row-wise and then summing up the absolute values of the row-wise differences. The same can be done columnwise and the mean of the two summed difference values can then be used as distance measure (see ”SDF diff. row-column-wise” in Table 1). A more complicated approach starts by adding up the values of the first SDF matrix row-wise. The resulting values for all the rows are put into a vector and the same vector is created from the second SDF matrix. Then one vector is shifted around until the minimum difference of the two vectors is found. This procedure can be repeated column-wise. The mean value of the two minimal shifted differences can then be used as distance measure (see ”Best shifted difference” in Table 1). One advantage of this algorithm is its translation-invariance. 4.2



Comparison of two object boundaries by curvature



To be able to match two contours based on their curvature, a parametric representation of the contours is needed. Using OpenCV, creating such a representa-
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tion from an SDF matrix is quite easy. First, the SDF matrix is converted into an object mask. This is a matrix in which each element, which is located inside the object, is marked with ”1”, and each other element is marked with ”0”, which results in pictures like the ones in Figure 2. Then the contours in that image can be detected using the OpenCV function ”findContours”. This function returns a sequential point-list of all points lying on the detected contour. Given this sequential point-list, several curvature representations can be computed, for example turning or signature functions [37]. Here a simple turning function is used, the non-cumulative angle function. The angle function ”gives the angle between the counterclockwise tangent and the x-axis as a function of the arc length” [37]. Some adaptations are made to this idea in the implementation of this work: First, the tangent is approximated by the straight line from one point on the contour to the next point on the contour. Thereby, ”the next point on the contour” does not mean the next point in the list of sequential contour points. In fact, a fixed number of contour points from the list is skipped, which removes small noise and reduces the computation time. This leads to the second adaptation: Instead of the real arc length of the curve, the number of skipped contour points is used, which is a good approximation of the exact arc length and saves some time for additional calculations which would otherwise be needed. As a third adaptation, the exact value of the angle is not used. Instead, the full circle is divided into a user-defined number of bins. Then, only the bin number of the respective angle is stored to be more resistant against noise. Figure 3 illustrates the computation of this curvature representation.



Fig. 3. Computation of the contour curvature vector.



The result after having computed the angle function of two different contours are two vectors containing the approximate turning angles (the angle bin numbers) along the curve. A simple difference as distance measure is not applicable in this case since the two vectors may have different lengths. A well-known algorithm that enables such kinds of comparisons is Dynamic Time Warping. To be robust against simple rotations and to compensate for possibly different



26



starting points of the contour point list, the longer vector stays fixed while the shorter one is shifted around and the Dynamic Time Warping distance is computed for every shift. The minimal Dynamic Time Warping distance is then used as distance measure (see ”Turning angle bins, DTW” in Table 1). In this work the latest described distance measure based on the angle function of the contour and shifted Dynamic Time Warping as distance measure is used. It is translation-invariant and produces small distance values – caused by the simplifications described above – for slightly bigger objects that have the same shape. Furthermore, it is a natural and comprehensible approach to contour matching. Every fifth contour point in the list of all contour points is used, together with 8 angle bins, each representing an interval of 45 degrees, as shown in Figure 3.
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Simple tracking implementation



To prove the possible usage of the above described segmentation and contour comparison algorithms for tracking by contour, a simple tracking application has been created. Because it is computationally expensive, it only works offline and requires to have a video file as input. After loading the input video, the user can select a starting frame and draw an initial contour around the object of interest. The segmentation algorithm runs as usual until the contour does not change anymore. The result is then used as reference contour in the tracking loop, which will be described in the following. In each step of the tracking, the position of the initial rectangular contour is shifted by -25, -20, ..., 25 pixels horizontally and vertically. This brute-force grid search is a quite simple motion model, but sufficient for the evaluation of the segmentation and contour comparison algorithms. The possible shift values have been selected regarding the specific input video (see section 6), in which the objects move about 15 pixels on average in each frame. As a consequence, choosing 25 pixels as the maximal shift should be enough to allow proper tracking. At each of the 121 positions in total, the segmentation algorithm is run and the resulting contour is compared to the reference contour, using its curvature and Dynamic Time Warping as distance measure. The best matching contour is then drawn onto the actual frame and the next frame is loaded from the input video. For the next step of the tracking, the initial position of the rectangular contour is set to the position which has resulted in the best matching contour in the last frame. This loop iterates for a user defined number of frames and thereby produces an output video in which the best matching contour is drawn on each single frame. Due to the direct comparison of new contours to the unchanged reference contour in each frame, this algorithm is only suited for tracking rigid objects. Although the presented tracking loop is a rather brute-force approach, the results of the experiments described in the following section prove that the proposed algorithms are in fact suitable for tracking by contour.
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6 6.1



Experiments Performance and scalability of the segmentation algorithm



The segmentation algorithm presented in section 2 has been implemented and tested on a laptop equipped with an Intel Core i5 processor, 4 GB main memory and a Nvidia GeForce GT540M with 1 GB RAM, running Windows 8. To compare performance and scalability of the CPU- and the GPU-version of the algorithm, the picture coming with Lankton’s Matlab implementation has been scaled to different sizes and the respective times needed for segmentation have been recorded. The initial contour position and size has been scaled accordingly for each size of the image. During the performance measurements, the additional termination criterion has been switched off because it has to be carefully tuned for the individual image content. Using a fixed number of 500 iterations instead allows to get a more precise impression of the relation between image size and computation time. As expected, the GPU implementation is overall faster than the CPU implementation, which scales linearly. The GPU version even seems to get a bit better in case of bigger input images. The results of the performance measurements are shown in Figure 4.



Fig. 4. Comparison of the segmentation performance of CPU and GPU for different image sizes.



6.2



Testing the simple tracking application



The exemplary tracking application described in section 5 has been tested with a traffic monitoring video [38] from the ViSOR project [39]. The segmentation algorithm has been run with the automatic termination criterion turned on. Since 121 initial positions of the contour are tested for each frame, and each of the results have to be matched to the reference contour, the whole algorithm is quite slow. Processing one frame lasts about 65 seconds, the relation of the respective times needed for segmentation and comparison is thereby 10 to 1. Studying the tracking outputs, it becomes clear that the implemented segmentation algorithm is quite sensitive and only works perfectly in very special
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cases. Often, the resulting contour is not positioned exactly on the object boundary. It is also not the case that a shift of the initial contour by the real amount of movement between two frames does necessarily result in the best matching contour. Nevertheless, although the object is not perfectly segmented, the simple tracking application manages to successfully track a driving car for several frames.



Fig. 5. (a) The reference contour on the first frame, (b) the respective reference contour with pre-applied image filter (Sobel, LoG, histogram equalization, Retinex).



Fig. 6. (a) The best matching contour in frame 3 (distance to the reference shown in Figure 5: 11), (b) segmentations resulting from a different placement of the initial contour (respective distances to the reference: 23, 26, 34, 52). The initial contours are shown with dotted green lines.



Looking for possible improvements of the segmentation output, several image filters have been applied to the individual frames in a pre-processing step. Two different types of filters have been tested, namely edge detection filters like Sobel, Scharr, Canny, Laplace, Kirsch or LoG, and sharpening filters like Retinex,
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Fig. 7. The respective distances for each shift of the initial contour for the first three frames, turned into a similarity for convenience reasons.



histogram equalization or high-pass filters. All in all, applying these filters before performing the segmentation has hardly any positive effect. Edge detection filters tend to produce contours with more abrupt curves because their output images contain much bigger intensity changes. This can lead to strongly different contours in case of rather small changes in the original image. It seems like Lankton’s segmentation algorithm is better suited for generally more smooth intensity changes, like in normal images. However, applying an edge detection filter does generally not have a negative influence on the tracking application. Sharpening filters, especially the Retinex filter, however seem to support the segmentation, but this is actually only a careful assumption. Furthermore, combinations of sharpening and edge detection filters, like Retinex and LoG, could be useful, but then the different segmentation results from the shifted initial contour positions tend to become more similar.
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Conclusion



The implemented tracking by contour algorithm works in general, but there are still some problems, as the produced segmentations usually do not enclose the desired object exactly. This is due to the sensitive segmentation algorithm, which requires its parameters to be fine-tuned for the specific input image. Since the aim of this work was to perform tracking over several input frames, the parameters have been fixed to values which have lead to good results in some test-images – but these values may not be the best choice for some different kind of input image. Furthermore, the segmentation algorithm needs the initial contour to be placed quite near the object which should be segmented. The application of different image filters for improving the segmentation results have not yet been very satisfying. Nevertheless, the simple tracking example has produced promising results: Because the inaccuracy in exact object segmentation is similar in all frames, tracking of the object is still possible. During the implementation of the single components and the testing of the whole application, many useful experiences could be collected regarding the tuning of the segmentation algorithm and the still uncertain usefulness of pre-applied
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image filters to improve its performance. In addition to that, several different contour comparison algorithms have been implemented and tested. The most promising approach for the tracking problem was a comparison based on the contour curvature. It has been implemented using Dynamic Time Warping as a distance measure. The current implementation can easily be used for testing other combinations of segmentation and contour comparison algorithms in the tracking application or for using the implemented segmentation and contour comparison methods in other projects: Both components have been developed as independent libraries, which are actually imported and used by the exemplary tracking application.
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Future work



While the segmentation and contour comparison methods that have been used in this work are practically finished, there is – beside fine-tuning of the segmentation parameters – one main possibility to further improve the tracking performance: The uniform search around the previous object position in each step of the tracking loop is not very intelligent and could be improved by adding a Bayes Filter, for example. The motion model could then predict the next location, so that only a few initial contour positions have to be checked. Additionally, instead of using a rectangle as initial contour in the actual frame, the best matching final contour from the last frame could be used. The segmentation algorithm should then converge notably faster. With further optimizations on the implementation of the segmentation algorithm, or by using a less costly one, it could even be possible to push the tracking performance to real-time. Another possible enhancement could be to detect a possible occlusion of the tracked object when the segmented contour and the reference contour get too different. In this case, the occluder could be tracked and, simultaneously, the surroundings of the occluder could be checked for re-appearance of the original object, similar to Li’s algorithm in [21].
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Abstract. Non-rigid registration techniques, which produce a point-topoint mapping between two or more 3D models, offer a great variety of possible applications. Actually, there exist quite different approaches to this problem, all of them with their individual advantages and drawbacks. The method of choice is also very dependent on the task to be done, for example if holes should be sensefully filled or if some further statistical analysis should be possible. Three methods for non-rigid registration, that follow two fundamentally different approaches, are studied and compared in this work. Keywords: Non-rigid registration, optimization, hole filling, base mesh construction
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Introduction



Producing 3D models from real world objects rather than creating each model by hand has become an attractive alternative due to the rapidly advancing development in scanning technology. Each of the different available scanning technologies has its individual advantages and drawbacks, but all of them share one common problem: They provide more or less noisy data. Furthermore, because of occlusions and limitations of the range of the scanning device, not every part of an object can be scanned appropriately. Thus the difficult step in automatic 3D model construction is not the scanning process itself, but turning the noisy scanner output into a smooth, hole-free and detailed 3D model which can then easily be used by different applications. Two main ideas for solving this challenging problem, both based on optimization, are presented in this work in section 2. One of them uses a pre-built template model, whereas the other algorithm combines multiple scans of the same object to improve the quality of the final 3D model. In either way, a pointto-point matching between different models is required. This matching should not transform every point in the same way, because then the input models would be required to differ only in one global transformation, which is usually not the case. A more flexible mapping is needed, a so-called non-rigid registration. But optimization methods are not the only approach to non-rigid registration. They are able to fill holes in a clever and automatic way, but they have to deal with problems common to all kinds of algorithms that are based on optimization.
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Other approaches exist, which are more analytical and seem to be more complex, but therefore have other advantages, for example improved stability. The basic idea of one of these algorithms, which is presented in section 3, is that both input models are first matched to so-called base meshes, which are abstract, simplified 3D models with the same topology than the respective input models. Once these very similar base models have been constructed and the mapping to each of the inputs is computed, it is rather easy to do some further refinement and finally combine the single mappings to receive a point-to-point mapping from one original input model to the other. All algorithms presented in this work result in a point-to-point mapping between two or more 3D models. These mappings are not at all rigid but provide different transformations for every 3D point. Knowing this mapping makes a lot of interesting applications possible, for example the above-mentioned hole filling, morphing, texture transfer, skeleton transfer, statistical analysis and many more. In the following chapters the two fundamentally different approaches – non-rigid registration by optimization and by base mesh construction – will be presented in more detail and compared regarding preconditions, possible problems and possible further applications.
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Non-rigid registration by optimization



Using optimization algorithms for creating a non-rigid registration has, at first glance, one big advantage: There exist several standard optimization techniques which have already been studied a lot and which are available in software frameworks. To tune one of them for a specific problem, the user just needs to define appropriate energy functions. The optimizer then gives its best to minimize them. In case of providing good energy functions to the optimizer, it will deliver good solutions for the given problem. In practice however, it highly depends on the type of problem to solve, if applying a standard optimization method really is a good idea. Some tasks just are not well suited to be turned into an optimization problem. One task that is in fact suited to be turned into an optimization problem, is non-rigid registration. Thereby the main idea is to find a suitable transformation for each point on the first input model that minimizes the distance of all transformed points to their corresponding points on the second input model. Of course, taking the distance of corresponding points as single energy function and just using a standard optimizer to minimize it is not sufficient for receiving a meaningful registration. Additional energy functions are needed to get smooth transitions and to stabilize the algorithm. The two methods presented in this section define different energy functions and use different optimizers to compute a non-rigid registration between the two input models. Allen et al. [2] use L-BFGS-B [42], a quasi-Newtonian solver, as optimizer, whereas Li et al. [19] apply the Levenberg-Marquardt algorithm [24]. L-BFGS-B requires much less memory than the standard BFGS-algorithm, which enables it to be used with large 3D models. Newton’s method, on which
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quasi-Newtonian solvers are based, try to find a point in the given function where the derivative becomes zero. This is, hopefully, where the minimum or the maximum of the function is located. The Levenberg-Marquardt algorithm uses the same general idea, but is somewhat more robust and therefore often a bit slower. The two approaches to non-rigid registration also differ in the usage of a so-called template model: Allen’s method requires a detailed template model that already delivers all desired properties like smoothness and an overall closed surface. In contrast to that, Li’s method is less restrictive and allows partial input data for both models. Further details and differences of the algorithms, and especially of the applied energy functions, will be described in detail in the following sections 2.1 and 2.2.



2.1



A template-based optimization method



In [2], Allen et al. try to improve the quality of human 3D models produced by a range scanner with the help of a template model. The template model is an artistcreated model and therefore very detailed and without inconsistencies or holes. The input models, which have almost the same pose, but quite different shapes, are all matched against the detailed template. During the matching, holes on the input model are automatically filled with structure from the template. As all input models are matched against the same template, the overall result is a nonrigid registration between each two pairs of input models. This is a great property of template-based methods, which enables some interesting applications. These will be described later in section 4.



Fig. 1. Transforming each vertex vi of the template model T with its individual transformation Ti towards the input model D. [2]
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Three energy functions to minimize are defined, namely the data error, the smoothness error and the marker error [2]. The data error (see Equation 1) is the sum of squared distances from every point on the deformed template model to its closest point on the input model. During the minimization of this function, the template becomes more and more similar to the input model, which is the overall aim of the process. To compensate for noisy input data, the additional smoothness error (see Equation 2) is introduced. It it the sum of squared differences of deformations of neighboring points. Minimizing this function means to have smooth transitions in the deformations of the individual points of the template model. Without the smoothness error, outliers in the input model could easily lead to strong distortions in the deformed template. Finally, the marker error (see Equation 3) is the sum of squared differences of several user-defined markers at distinct body locations on the input and deformed template model, preventing the optimizer from running into wrong local minima. Ed =
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As stated earlier, holes on the input model are automatically filled during the optimization process. To realize this, the weights wi in the data error function are set to zero automatically for each point on the template whenever the closest point on the input model is located at a hole boundary. A weight of zero switches off the data error for the specific points, which means that their deformation is solely driven by a preferably low smoothness error. This results in preserving the complete template structure in the hole regions of the input model, what leads to a great enhancement of detail of the final model. It is thereby required that the template model represents the same type of object as the input data, here for example a human being. In addition to the hole boundaries, the user can select regions on the input model, where the quality of the data is known to be quite poor. Setting the corresponding data error weights to zero or to another low value leads to the domination of the original template structure in that region. In contrast to that, other hole-filling approaches like volumetric diffusion [8] just try to fill any holes smoothly, what does not necessarily result in the best solution. To speed up optimization and to avoid matching unequal regions of input and template model, the single error functions are multiplied with individual weights, which are changing as the optimization advances. Furthermore, the optimization starts at a reduced resolution. Initially, the data error is switched off, while the marker error weight has a high value. Starting with these weights at a low resolution should roughly align the two models, so that the main parts
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of the body are more or less at the correct location. Then the data error starts to contribute and the original resolution is used for further iterations. In the final phase the marker error weight becomes quite low, whereas the data error weight grows bigger. This improves the last details of the deformation. The smoothness error weight is held constant during the whole process. It is clear that the result of the optimization is a bijective mapping from the template model to the newly created model [2], since the new model is nothing more but the deformed template, which now fits well to the input model. The optimizer solves simultaneously for the individual deformations of each of the points of the template model and for the correspondences between points on the template and input model. The whole optimization is not fully automatic, since user-defined markers on the template and input model are needed. Important advantages of the algorithm are automatic hole-filling and having a matching between all input models in the end. 2.2



A non-template-based optimization method



Quite similar to the method of [2], Li et al. compute a non-rigid registration by defining some energy functions and by using an existing optimization method to minimize them [19]. The first big difference to Allen’s method is that no template model is required. During optimization, one of the models is still treated as reference and the other model is deformed towards the reference. But the reference model is not required to be a subset of the deforming model, which is also not required to be completely hole-free. Instead, the matching region may be a subset of both models. This makes it possible to take as input two scanned, incomplete models.



Fig. 2. Transforming graph nodes of the source model towards the target model, simultaneously solving for the individual confidence weights of the correspondences. [19]



Li’s method runs on graph nodes of a so-called deformation graph [19]. These graph nodes are uniformly sampled points from the input model which should
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be deformed. The whole deformation is, unlike in Allen’s method, divided into a rigid and a non-rigid deformation part. The non-rigid part is sub-divided into individual rotation matrices Ai and translation vectors bi for each graph node. Like in Allen’s method, a fitting error is introduced (see Equation 4), which measures the distance of each tranformed graph node to its back-projected corresponding point c(ui ) on the second input model, which is parameterized by the (x, y)-position on the scanned depth map. Since the overall result could be improved by also applying a rigid transformation to the correspondences, the distance is measured from each transformed graph node x ˜i to its transformed correspondence c(˜ ui ). The smoothness error (see Equation 5) looks also similar to the one presented by Allen et al. in [2]. There are no markers needed for applying Li’s registration method, so there is no need for a marker error function. Instead, two additional error functions are defined, namely a rigidness error (see Equation 6) and a confidence error (see Equation 7). Since the two input models represent the same object and the non-rigid part of the deformation of the object is assumed to be not too big, the rigidness error penalizes derivations from a purely rigid deformation by simply adding up each of the non-rigid deformation parts [19]. The confidence weights for the individual correspondences are, in contrast to Allen’s method, not fixed before the optimization starts, but they are themselves part of the optimization process, so that regions that are only present on one model, are automatically detected. To prevent the trivial solution where each of the wi just becomes zero, and to favor a preferably big region of overlap, the additional confidence error is introduced, which penalizes low confidence weights [19]. Ef it =
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While the optimization advances, the weights of the different error functions are decreased continuously. Initially, the weight of the rigidness error is ten times as large as the weights of the smoothness and confidence error. This favors the global deformation in the beginning [19], thereby aligning the two models roughly, similar to Allen’s method. Later in the optimization, the importance of the rigidness error is reduced and more non-rigid deformations become possible. Finding the correct confidence weights automatically during optimization works as follows: Suppose one node of the deformation graph has no correspondence on the other model, which appears to have a hole in that region. Then
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the fitting error would become very big, as the corresponding points are very far away from each other. Moving the graph node to the position of its corresponding point would result in a very big smoothness error, since this deformation would be very different to the deformations of its neighbors. So the best overall solution, that the optimizer is trying to reach, is setting the confidence weight of the respective node to zero. This solution introduces some penalty from the confidence error, but all in all this is cheaper than the other possibilities. Li’s method [19] has, compared to the method of Allen et al. [2], some practical advantages. No user-defined markers are needed, bigger variations in pose are possible and confidence weights are found automatically during the optimization process. Both input models may have holes, which can be mutually filled after the non-rigid-registration algorithm has terminated. Due to these properties, Li’s method is the more flexible one, whereas Allen’s method is more specialized. The advantage of Allen’s template-based method, however, is that all holes of the input model can be filled with detail from the artist-created, hole-free template model. Furthermore, a mutual mapping between all input models that are matched against the same template model is produced, what enables interesting applications. 2.3



Main advantages and disadvantages of non-rigid registration by optimization



The optimization approach to non-rigid registration produces remarkable results, while using standard optimization techniques. It is common to all optimization approaches that shape and pose of the two input models need to be quite similar. The parameters of the optimization itself have to be tuned carefully for the individual application. Once optimization in general has been understood, the only thing to do is to define some appropriate energy functions. But since the optimizer has no idea what it is really optimizing, it can, like in all other applications of optimization, get stuck in local minima, which possibly do not represent the overall optimal solution. This can happen, for example, when unequal legs or arms begin to match with one another. The algorithms presented here try to avoid this by adapting the individual weights of the different energy functions during the optimization process. In contrast to that, implementing a non-rigid registration without optimization requires a deep understanding of how to create the optimal matching of two models with different shape and pose. One of these completely different approaches will be described in detail in the following section.



3



Non-rigid registration by base mesh creation



Opposite to the previous algorithms, the here presented approach of Kraevoy et al. [14] to non-rigid registration by base mesh creation requires to have two closed models as input. Automatic hole-filling is not possible. The algorithm further requires user-defined markers, placed on corresponding locations on the



39



two input models. This implies that both models represent similar objects, for example a horse and a camel. In any case, trying to compute a mapping between very dissimilar objects, like a laptop and a cow, would hardly make any sense [14]. Given two closed models and a set of markers, this algorithm is able to compute a bijective mapping between the two models, regardless of how strong the variations in shape and pose are. This would not be possible with optimization approaches, but therefore requires more analytical effort. The general idea of the algorithm presented in [14] is first creating so-called base models from the respective input models and then mapping each of the input models to its base model. With some additional refinement, the single mappings can be combined to receive a complete non-rigid registration. During the refinement step, some additional triangles are generated on both models, which is needed to prevent loss of detail. In similar methods, the refined models use to have plenty more additional triangles than the ones that are created using Kraevoy’s method [14]. The complete algorithm will now be explained in more detail. 3.1



The algorithm: Creating a non-rigid registration using base meshes



Kraevoy’s algorithm is basically divided into three stages, where the first stage – common base mesh construction – is the creation of two strongly simplified base models from the two input models. Both base models have the same general structure, since they are constructed using the user-defined markers which need to be present at corresponding positions on both input models. In the second stage, the so-called cross-parametrization, three bijective mappings are computed: from the respective input models to their constructed base model and between the two base models. Because the two input models may have a different number of triangles, a third stage is needed to create a real point-topoint mapping between the original models. In this final step, named compatible remeshing, one of the input models is iteratively refined and smoothed until it fits well to the second input model. The base models are, in fact, models which only have the user-defined markers as vertices. This means that they consist of very few, but therefore large, triangles, called patches in the following. The goal of the first stage of the algorithm is now to find a suitable layout of these big patches that fits onto both of the original models. Therefore, preferably short edge paths are introduced on the original models, which always connect two corresponding markers without intersecting each other. If not all patches are triangular after all possible edge paths have been added, additional face paths are introduced. The result is then a partition of both input models into the same patches. It is now clear on which base model patch some vertex of some input model is located. To get a more precise position inside the correct base model patch, and to produce a mapping between the two base models, a cross-parametrization is computed. The first step in this second stage of the algorithm is to map each patch on the original model to its corresponding base model triangle using mean
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Fig. 3. A rhinoceros (top left) and a triceratops (top right) model with their respective base models (below) [14]. The edge- and face-paths, which connect the user-defined markers and thereby build the patches, are shown in red. Both base models have the same general structure and the same connectivity of patches.



value parametrization. In a second step, the triangles of the first base model are mapped to the triangles of the second base model using barycentric coordinates for the interior [14]. Since the triangular patches on the original models do not necessarily have a nice shape, the resulting parametrization may show strong distortions. These are reduced to a minimum during a subsequent smoothing step, which adapts the positions to which single vertices of the original models are mapped on their base model. The mappings computed so far can now be used to take one of the two input models, called the source model in the following, and map each of its vertices to the other model, called the target. The result of this simple remeshing is a model that has still the same number of vertices and the same connectivity than the source model, but looks quite similar to the target. However, the mapped source model may locally differ quite strongly from the target model, especially in regions where the target model has additional details which cannot be found on the source model. To solve this problem, the third stage of the algorithm iteratively refines and smooths the mapped source model by moving the mapped source model vertices and by splitting its edges and thereby introducing new vertices where necessary. Whenever edges are splitted, this happens for both the original source model and the mapped source model to keep them compatible. This refinement and smoothing procedure is continued until the distances of the mapped vertices and the vertices of the target model are under a certain threshold. The edge splitting happens thereby only when necessary, so that no needless additional vertices are introduced. The results of this compatible remeshing stage are a refined source model and a transformation of it that is a good approximation of the target model.
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3.2



Main advantages and disadvantages of non-rigid registration by base mesh construction



The whole algorithm presented by Kraevoy et al. [14] is much more complex than the solutions described in section 2, which use optimizers as their main component. It requires hole-free input models and user-defined markers, but therefore guarantees to find a good non-rigid registration, independent of the individual shapes and poses of the input models. This makes it more suitable for non-rigid registration tasks in which the input models are closed and detailed and the registration is only needed for some further application, as described in section 4. When the input models are however noisy and incomplete, and the non-rigid registration should help to improve the quality of the models, then the optimization approaches are the better choice. If there are more than two input models, Kraevoy’s algorithm is able to match all of them to each other. Therefore, the edge splitting happening in the last stage of the algorithm must additionally be performed on every previously matched model, to keep all of them compatible. This leads to having an all-to-all mapping in the end, which is a common property to both Kraevoy’s and Allen’s algorithm, enabling the same possible applications.



4



Applications of a non-rigid registration



After choosing one of the previously presented algorithms with respect to the specific task and the properties of the available input models, the result is always a non-rigid registration between two or more 3D models. That means, given some point on one of the models, the computed mapping can tell the corresponding point on the other model. A number of typical applications for such a mapping exist, which can be realized with every of the different algorithms presented in this work. The most well-known ones are texture/instrumentation transfer and morphing. Texture transfer is, given the complete point-to-point correspondences, rather easy: The color of each point can directly be copied to its corresponding point on the other model. Similarly easy is the transfer of other structures that are directly related to the model, for example the skeleton of a body, which is needed for animation purposes. After expressing the positions of the joints of the skeleton relative to the points of one 3D model, they can be transferred to the other model using the point-to-point correspondences. Morphing means producing a smooth transition from one 3D model to the other, which can be shown for example in a video. Step by step, the first model begins to deform until it finally looks like the second model. Thereby, mixture models from the two original models are created in every intermediate step. The vertices of these mixture models are just linear combinations of corresponding vertices of the input models. This morphing procedure can also only be applied locally, which is then called blending. The result is a new model which combines different parts of the different input models by setting the respective weights



42



Fig. 4. Blending of the three smaller original models to a single combination of them. [14]



of the linear combination accordingly for each part. For example, the back of a cow, the middle part of a triceratops and the front of a rhinoceros could be combined [14], like shown in Figure 4. Alexa [1] gives an extensive overview about morphing in general and about different approaches to it. In the case that one or both of the original input models have some holes on their surface, the computed non-rigid registration can be used to mutually fill these holes with matching structures from the model which has no hole in the respective region. Of course, it is therefore required to select some non-rigid registration method that can handle partial input models, as for example [2] or [19].



Fig. 5. Creating new individuals by changing the PCA weights with intuitive controls. [2]



Allen’s [2] and Kraevoy’s [14] method enable another interesting application in the area of statistical analysis due to their resulting all-to-all-matching, namely
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Principle Component Analysis (PCA). As described in [2], this only makes sense if a bigger amount of input models of the same type have been matched to the same template model. With the help of PCA, the main dimensions of the variation of all the models can then be computed. Furthermore, connections between variations of different parts of the models can be studied. Since Allen et al. have matched quite many human body models, the investigation of these questions in their work [2] reveals interesting properties of human body shapes. They further use the resulting knowledge about the dimensions of main variation to synthesize completely new human models by setting the weights of the main principle components to new random values. They also map the weights of the PCA components to more intuitive controls like weight and height, so that it becomes possible to change the weight or height of a given individual in a realistic manner, like shown in Figure 5.
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Conclusion



A lot of interesting applications require non-rigid registration of 3D models. The creation of such registrations is a complex and challenging task, and quite different approaches to it have been studied. Some of them try to transfer the complexity of this task to commonly used optimization techniques. These approaches have advantages like automatic hole filling and are easy to handle, but they also have the typical drawbacks of optimizers and fail when the matching problem becomes too complex. This work has compared three approaches, two of them based on optimization and one based on base mesh construction. Depending on the task to solve, depending on the quality of the input models and depending on what further applications are planned, the user must select the best suited alternative. Performing statistical analysis like PCA on the resulting matches is a promising application which could be used for different types of further analysis and for creating completely new objects of a certain category. After creating 3D models of real-world objects by hand, people are actually more and more used to scan the objects directly and to get convenient 3D models automatically. Letting an algorithm create completely new models automatically using the results of statistical analysis of previously scanned objects is thereby the next level of automatic 3D model creation.
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Abstract. The registration of different input scans obtained by a depth sensor is a crucial step during the acquisition of a 3-D model. Alternatively, a template may be provided such that an registration of the template and an input scan is required. With the presence of non-rigid motion, this problem calls for an even more sophisticated solution. This report covers three different algorithms that handle the non-rigid registration of 3-D objects based on different input scans or an input scan and a template model. Keywords: non-rigid alignment, 3-D acquisition, Computational Geometry, Object Modelling
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Introduction



With the availability of optical low-cost scanning devices the automatic acquisition of 3-D objects has become an interesting task. One crucial step during this process is the alignment and merging of two different scans or of one scan and a template. More general, a registration and merging of a source to a target is required. For rigid motion (i.e. the transformation can be described with one global euclidean transformation) this problem has been widely studied [28]. However, the existence of non-rigid motion (e.g. deformation) requires more sophisticated solutions to tackle this problem. The identification of regions of overlap between the source and the target is an essential step for the alignment process. Usually, the source and the target shape only overlap partially and thus, the identification of reliable correspondences is important. Based on the given correspondences a warping function should be computed that aligns the source to the target with respect to certain error metrics. This report covers three different algorithms that on the one side support the modelling of non-rigid motion and on the other side allow the alignment and merging of a source to a target shape. Each of the presented algorithms aims at different scenarios. The algorithm “Global Correspondence Optimization for Non-Rigid Registration of Depth Scans” presented in Section 2 takes as input two range scans taken at different points in time [20]. In contrast, “Optimal Step Nonrigid ICP Algorithms for Surface Registration” is an extension of the ICP framework [4] and presented in Section 3. Finally, the algorithm “Example-based
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3D Scan Completion” focusses on the automatic digitization of new objects [26]. This process depends on several context models provided by a model database and an introduction is given in Section 4.



2



Global Correspondence Optimization for Non-Rigid Registration of Depth Scans



This algorithm was proposed in [20] and focusses on the registration of (partial) input scans obtained by a depth sensor at different points in time. Triangulation is used to obtain a 3-D triangle mesh out of the input data. As non-rigid motion may be present, a transformation and deformation model is needed. 2.1



Deformation Model



Deformation graphs, which were originally used to facilitate the manual editing of 3-D meshes [32], are employed to model natural deformations. To this end, the source depth map is uniformly sampled and graph nodes x1 , ..., xn are described by their position. Undirected edges connect nodes of overlapping influence. One affine transformation, given by a rotation matrix Ai and a translation vector bi , is associated with each graph node and allows the specification of local transformations which are used to model deformation. Figure 1 summarizes the previously made observations. Graph Nodes



Initial Source



Deformation Graph Deformed Source



Weights Target



Hole Regions



Fig. 1. A source shape should be aligned to the target. The source is deformed by local affine transformations and augmented with the corresponding deformation graph. The deformed source shape is then registered to the target shape. Weights are used to measure the reliability of the correspondences.



A vertex of the source mesh is then transformed by the concatenation of one global rigid transformation relative to the center of mass and a local transformation: v˜j = Φglobal ◦ Φlocal (vj ). (1)
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Φlocal is defined as: n X



Φlocal (vj ) =



wi (vj )[Ai (vj − xi ) + xi + bi ].



(2)



i=1



The weights wi (vj ) are non-zero for the k-nearest graph nodes. Ai and bi denote the affine transformation associated with graph node xi . 2.2



Optimization Model



The optimization strategy relies on an energy function that is minimized. The local affine transformations as well as the rigid global transformation are treated as unknowns during the optimization process. To avoid artefacts as shearing or stretching the local transformations should be as rigid as possible. The Erigid term ensures this requirement: Erigid =



n X



Rot(Ai ).



(3)



i=1



The idea is as follows. As the matrices Ai represent rotations in euclidean space, the column vectors should be orthogonal to each other and should have unit length. Rot(Ai ) measures the squared deviation of Ai from these conditions. A second term Esmooth is used to regularize the deformation: Esmooth =



n X X



2



||Ai (xj − xi ) + xi + bi − (xj + bj )||2 .



(4)



i=1 j∈N (i)



Figure 2 illustrates this concept by means of an example where a graph node is manually translated [32]. The nodes drawn in gray show the predicted position of nodes g2 and g4 . The Esmooth term aims to reduce the squared distance between the predicted position and the actual positions g˜2 and g˜4 . Furthermore, an energy term describing the error between the source graph nodes and the corresponding positions on the target shape is needed. To this end, the corresponding positions on the target shape are initialized via a closest point computation and given by the image coordinates (ui , vi ) of the target depth map. Based on this representation, the corresponding 3-D coordinated can be computed as follows:     x y  = c(u ) = ui , (5) i c(ui ) z whereas c(ui ) returns the corresponding depth value and ui = [ui , vi ]T . When using rigid transformations for points ui given in the parameter domain, the energy term describing the error between the transformed source graph node x ˜i and the corresponding position on the target shape is given by: Ef∗it =



n X i=1



ωi2 ||˜ xi − c(˜ ui )||.



(6)
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g5 User Edit



g1 g2 g3 g4 (b) After translation node g5 .



g1 g2 g3 g4 g5 (a) Node g5 should be manually translated.



~ g 5



R3 (g4 - g3) + g3 + t3
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g5 g1 (c) Optimize Esmooth .
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~ g 2
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R3 (g2 - g3) + g3 + t3



(d) Optimize Esmooth + Erigid .



Fig. 2. The node g5 is manually translated and the step-by-step application of the error function is illustrated.



When aligning two scans taken at different points in time, regions of partial overlap may occur, i.e. there are graph nodes were no corresponding point on the target shape is available. To tackle this problem, regions where no depth value was measured are filled by setting the relevant depth values to a maximum depth. Each source graph node is forced to have one corresponding point on the target shape resulting in unreliable correspondences. This is handled by using the ωi parameter. To maximize the number of relevant correspondences, the energy term Econf is introduced: Econf =



n X (1 − ωi2 )2 .



(7)



i=1



The idea of the ωi parameters is as follows. Source graph nodes with a corresponding point in a hole regions lead to large energy in the Ef∗it term. But deformations of the source towards the target in the hole regions leads to large energy in the Esmooth term. Consequently, a minimum energy level is obtained by reducing the ωi parameter for unreliable correspondences to 0. Using the previously defined energy terms, the final energy function is given by: E = αrigid · Erigid + αsmooth · Esmooth + αf it · Ef∗it + αconf · Econf .



(8)



The optimization variables consist of the per node affine transformation Ai and bi , the (ui , vi ) coordinates of the targets, the weights ωi and the global transformation. Finally, this results in a non-linear least square problem consisting
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of 15n + 6 variables. During optimization, the weights αsmooth , αrigid and αconf are successively adapted such that initially a global rigid alignment is favoured. 2.3



Results



The algorithm was tested with synthetic as well as real world data. For the former, the source was created by sampling a 3-D model. The deformed target shape was created by applying a warp to the source. To simulate missing data parts of the source as well as the target shape were removed. The algorithm successfully aligns the source to the target. More detailed results with real range scans can be found in Section 3.2. 2.4



Conclusion



The previously introduced algorithm allows the non-rigid registration of two (partial) scans obtained by a depth sensor. This step is crucial for the acquisition of 3-D objects based on several scans of the same object. Deformation graphs are employed to model local motion. This approach improves overall performance as the computational costs no longer depend on the size of the source mesh. However, the application of deformation graphs may result in a loss of detail as the sampling rate of the graph determines if small deformations can be modelled. Future work could address adaptive deformation graphs such that a high number of graph nodes is used when fine detail is present.



3



Optimal Step Non-Rigid ICP Algorithm for Surface Registration



The algorithm has been introduced in [4] and facilitates the non-rigid registration of a template and an input scan by extending the ICP framework. Both the template and the (partial) input scan are given as 3-D meshes and dense registration is used to find a mapping between the template and the target. 3.1



Method



The overall objective is to match the template given by a set of n vertices and m edges S = (V, E) against a target T . To this end, a set of displaced source vertices V(X) is calculated based on a parameter X = [X1 , ..., Xn ]. Corresponding points are then determined by projecting V(X) onto the target using the surface normals of the deformed template mesh. The cost function used for optimization is similar to the one defined in [3]. The first term of the cost function corresponds to the Ef∗it term used in the previously introduced algorithm (c.p. equation 6): Ef∗it (X) =



n X i=1



ωi dist2 (T , Xi vi ).



(9)
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Here, dist(T , Xi vi ) returns the distance of the transformed template vertex to the closest point on the target T . The ωi parameter is used to weight the distance with respect to the reliability. The stiffness of the deformation is controlled by the term Es (X), which ensures that neighbouring vertices transform similar: Esmooth (X) =



X



||(Xi − Xj )G||2F .



(10)



{i,j}∈E



The weighting matrix G allows to weight differences in the rotational and skew part of the deformation against the translational part. Finally, a set of correspondences L = {(vi1 , l1 ), ..., (vil , ll )} is used in the landmark term of the cost function: X El (X) = ||Xi vi − l||2 . (11) (vi ,l)∈L



The complete cost function is defined by E(X) = Ef∗it (X) + αEsmooth (X) + βEl (X).



(12)



The α parameter allows to control the stiffness whereas the β parameter is used to control the influence of the landmark terms. The non-rigid ICP algorithm is then specified as follows. – Initialize X0 . – For each stiffness αi ∈ {α1 , ..., αk } such that αi > αi+1 • Until ||Xj − Xj−1 || <  * Find preliminary correspondences for V(Xj−1 ). * Determine Xj as the optimal deformation for the preliminary correspondences and the fixed stiffness αi . The outer loop successively reduces the stiffness such that global alignment is initially ensured and more local deformations are allowed with smaller α values. The inner loop consists of finding correspondences for the deformed target and determines an optimal deformation based on these correspondences and a fixed stiffness. This allows the direct and exact computation of the transformations X. With matrix formulation for the energy terms of equation (12) the cost function is given as follows. ∗



E(X) = E f it (X) + αEsmooth (X) + βEl (X) = ||AX −



B||2F



(13) (14)



This problem is well posed [4] and thus, X can be directly computed. Missing data is handled by setting the weights ωi to zero if a template vertex vi has no corresponding point on the target. Similarly, unreliable correspondences are dropped to enhance robustness.
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3.2



Results



Evaluation of the non-rigid ICP framework was done using the presented cost function. Different cost functions, that support a gradual reduction of the stiffness, can also be used. For evaluation synthetic as well as real data were used. The template surface for the synthetic data is an embossed cube that should be matched against a target where large parts of the cube are missing. The template, the target and the result is given in Figure 3.



(a) Template



(b) Target



(c) Result



Fig. 3. Synthetic data that is used to evaluate the presented algorithm. To create the target, the template is deformed linearly and large parts of the template are missing in the target.



The presented algorithm successfully aligns the template to the target and fills the missing regions with the template. For the synthetic data landmarks are not needed and alignment is only done based on geometry. Besides synthetic data, real data sets consisting of facial scans were used to test the algorithm. For these data sets landmarks are used for the initial alignment. 3.3



Conclusion



The presented non-rigid ICP framework can be used with different cost function and thus additional constraints can be introduced with the requisite that an adjustable stiffness parameter is available. However, this parameter must be specified a-priori and depends on the template shape and the resolution. Furthermore, landmarks may be required depending on the use case. Thus, a manual preprocessing is required. Future work may address these problems.



4



Example-Based 3D Scan completion



This algorithm was proposed in [26] and its purpose is the digitization of objects with similar shape. To this end, a set of templates (candidate models) is used
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during the acquisition process. This set is retrieved from a 3-D model database and limited by the user. The acquired 3-D model is then stored in the database and can be used for future acquisition tasks. A combination of several context models is possible such that the final model uses segments of different templates. 4.1



Method



The overall model acquisition pipeline is given in Figure 4. Each point pi of a 3-D point cloud P is pre-processed to ensure consistency of each sample point with its neighbours. Future processing relies on the confidence weights ci computed at this stage. The next step is the retrieval of possible candidates from the model database. For each candidate model M an initial alignment R is computed and a simple error function is used to rate the aligned model: X E(M, P ) = ci ||Rpi − qi ||2 , (15) i∈P



where qi is the closest point on M from Rpi and ci is the previously computed confidence weight.
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Raw Input Point Cloud
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Non-Rigid Alignment
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Segmented Model



Evaluation



Fig. 4. Overview of the acquisition pipeline.



A non-rigid alignment is then done with the best rated candidate models and described in detail in the following section. Subsequently, the final model can be built based on different parts of the warped candidate models. The decision which parts provide the best continuation for regions of missing data is based on the matching penalty function Ψ computed during alignment. A blending procedure is required to fill up regions where no reliable samples were acquired. The final model can then be created by composing the previously computed segments. 4.2



Non-Rigid Alignment



This section describes the task of finding a warping function T such that the ˜ = T (M ) matches the input P . A penalty function Ψ is deformed model M
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introduced and describes the “amount” of deformation needed to align the model with the input. The idea is that models where only small deformations are needed provide the best continuation for regions with missing data. Ψ consists of a distortion measure and a geometric error. Minimization of this function then yields the best warp T . For triangle meshes, the distortion is measured as X X tj − tk 2 Φ(M, T ) = Ajk ( ) . (16) |ejk | j∈M k∈N1 (j)



The set N1 (j) describes all nodes within a 1-neighbourhood of node j. The triangle area Ajk is defined by vj and the edge dual to ejk in the Voronoi diagram of P restricted to N1 (j) (c.p. Figure 5(a)). Furthermore, a geometric error, which q2



N1(j) Ajk



q1



vk ejk



r2 vj



r1



v1



v2 invalid



valid



(a) Measuring distortion for triangle meshes.



(b) Check for valid correspondences.



Fig. 5. The Voronoi cell for node vj is given in 5(a). Reliability of correspondences is tested in 5(b).



˜ from the input P , is used. measures the deviation of the (deformed) model M The geometric error is given by the weighted squared distance between the transformed point vj + tj and the closest point qj : X Ω(P, M, T ) = ωj Aj ||vj + tj − qj ||2 . (17) j∈M



P



Here, Aj = k∈N1 (j) Ajk is the area of the Voroni cell of vj restricted to M and ωj = cj · νj is an additional weight that consists of the confidence weights cj and an additional measure νj that describes the reliability of the correspondence. The input P can be incomplete and thus, vertices of M that do not have a reliable correspondence with the input P must be discarded. The correspondence is unreliable if there is a large distance between vj and the closest point rj on M from qj (c.p. Figure 5(b)). Both the distortion measure and the geometric error are combined to define the penalty function: Ψ (P, M, T ) = α · Φ(M, T ) + (1 − α) · Ω(P, M, T ).



(18)
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Here, α allows the balancing between the geometric error and the distortion measure. The warping function T is iteratively computed by minimizing Ψ and one displacement per vertex is used to approximate deformation. This results in a linear system of size 3n × 3n. The previously described optimization process may result in local minima. This case is circumvented by a user specified set F ⊂ M of feature points. Each feature vertex vj ∈ F and its corresponding position on SP is manually selected. Its influence can be controlled via the ωj parameter. Starting with high weights for the feature points results in a valid initial global alignment.



4.3



Results



The presented algorithm was tested with several data sets which were acquired a priori. For each object, a user specified database search is required. The necessity of feature points F ⊂ M depends on the shape of the model, e.g. feature points are required for the example depicted in Figure 6. Otherwise, the correct alignment can not be guaranteed and errors would be directly visible.



(a) Input point cloud.



(b) Possible context models.



(c) Final model.



(d) Deformed context models.



Fig. 6. Different context models are used to create a giraffe model based on a 3-D point cloud. Feature points (c.p. (b)) are used to allow an initial global alignment.



The quality of the final model depends on the acquired data and the provided context models, e.g. the giraffe’s horns can not be recovered as none of the context models provides a similar head model.
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4.4



Conclusion



The presented algorithm allows the reconstruction of a 3-D model based on a point cloud and a set of already acquired objects with similar shape. This set is returned by a 3-D model database and keywords must be specified by the user to restrict the search space. Non-rigid alignment of the context models and the input data is done using a shape matching penalty function. Regions where no data was obtained is filled using context information provided by the candidate models. The final model can be composed by different parts of the warped models. During optimization the warping function is approximated by one displacement vector per vertex. On the one hand this leads to a reduced number of unknowns and increases the overall performance. On the other hand using one affine transformation per vertex simplifies the modelling of rotations and scaling. To minimize the amount of user interaction needed during the acquisition process, future work may address the automatic retrieval of context models from the 3-D model database.
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Results



A comparison of the three algorithms was presented in [20]. For the procedure presented in Section 3 the deformation model presented in [31] was used. However, this deformation model is known to produce similar results. To obtain comparable results, the same input data was used for all three algorithms and is given in Figure 7(a). The distance between the source and the target successively increases. The algorithm presented in Section 2 correctly aligns the source to the target for all four cases (c.p. Figure 7(b)). However, with increasing distance between the source and the target, the non-rigid ICP framework presented in Section 3 fails to align the source and the target with the presented cost functions (c.p. Figure 7(c)). This is due to the point-to-point metric (c.p Equation (9)) and different cost functions may perform better. The results obtained when using the algorithm presented in Section 4 are apparently correct. The result is geometrically closer to the target but is semantically wrong. This is depicted in Figure 8.
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Conclusion



The acquisition of a 3-D model when non-rigid motion is apparent is a demanding task and several algorithms that tackle this problem were proposed. Each of the presented algorithms focusses on a different objective. The procedure introduced in Section 2 takes as input two (partial) scans taken at different points in time. Deformation graphs are employed facilitating the modelling of non-rigid motion. This also leads to increased performance as the number of affine transformations depends on the sampling rate of the graph. However, this may result in a loss of detail. Future work may address this problem by using adaptive deformation graphs.
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(a) Input data.



(b) Results obtained using the algorithm from Section 2.



(c) Results obtained using the algorithm from Section 3.



(d) Results obtained using the algorithm from Section 4.



Fig. 7. The three algorithm are compared using a torso as input. The distance between the source and the target increases successively.



In contrast, the algorithm presented in Section 3 focusses on the non-rigid registration of a (partial) input scan given as a 3-D mesh and a template 3-D mesh provided a priori. The proposed method for non-rigid registration extends the ICP procedure and relies on a cost function during optimization. The resulting framework allows the utilization of different cost functions with the limitation that an adjustable stiffness parameter is available. Depending on the complexity of the template and the input scan, landmarks may be required and must be provided by the user. Non-rigid motion is modelled using one affine transformation for each vertex which may result in reduced performance. Finally, the procedure presented in Section 4 aims at the automatic recreation of 3-D models based on several candidate models that are stored in a 3-D model
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(a) Detailed view for the algorithm presented in Section 4



(b) Detailed view for the algorithm presented in Section 2



Fig. 8. Comparing the algorithms presented in Section 2 and 4 in detail.



database. This implies that one or more potential 3-D models with similar shape are available. Furthermore, a user interaction is required to retrieve the candidate models. If suitable candidate models are available, the algorithm may employ context information provided by the models to fill missing parts in the input data. Modelling of non-rigid motion is done by one displacement vector per vertex. This results in improved performance but also complicates the modelling of scaling and rotation. To fully automate the acquisition process, future work may automate the retrieval of candidate models such that no more user interaction is needed. In summary, each algorithm models non-rigid motion in a different way. The usage of deformation graphs or one displacement vector per vertex results in increased performance with a possible loss of detail. Additionally, each of the introduced methods focusses on a different objective and there is no algorithm that is applicable in all possible scenarios.
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