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About This Series This is the first article in a three-part series that discusses tiered enterprise storage systems and the role Serial ATA can play within them with additional enhancements.
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What is Tiered Storage? Until recently, data repositories historically comprised two storage types or levels – online and off-line storage. • •



On-line storage provided applications high-performance access to data that typically resided on relatively low-capacity, but absolutely expensive, parallel SCSI or Fibre Channel hard disks. Off-line storage allowed enterprises to store archive data on extremely costeffective media such as tape cartridges.



To be sure, the storage industry searched diligently for a middle ground between these two storage extremes. However, within enterprise environments, the only real alternative - Parallel ATA (PATA), also known as Ultra DMA (Ultra DMA) disk drives - repeatedly proved too cumbersome because of lower reliability, clumsy cabling and connectors, and annoying hard-drive vendor master/slave device incompatibilities as compared to mainstream parallel SCSI alternatives. However, recent hard disk areal recording density advances, Serial ATA hard disk reliability improvements, along with the availability of Serial ATA hard disks providing massive storage capacities, have now enabled storage vendors to address obstacles involved in exploiting low-cost hard disks within enterprise applications. The result is a new type or level of storage resource, commonly referred to as near-line storage. Near-line storage is a hard-disk-based, mezzanine storage resource that resides within the traditional storage hierarchy vacuum between on-line and off-line storage. Tiered storage then, is a storage approach that involves: • • •



On-line storage Near-line storage Off-line storage



Because near-line storage data access time, reliability, and cost/GByte can range between that for on-line and off-line storage alternatives, near-line storage can be regarded as providing a storage solution continuum between on-line and off-line storage. This is a direct result of near-line storage configurations being able to trade off: 1. 2. 3. 4.



Capacity Performance Cost Failure resilience.



Here, picking any three desired variables determines the fourth, providing a multidimensional capability continuum.
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Technology Choices The storage industry can now produce a rich continuum of hardware technology options for storing digital data, each with its own performance, availability, and cost characteristics. Users can keep capital cost low by choosing disk drives attached directly to server I/O buses, or they can opt for more elaborate disk arrays that provide packaging, power and cooling, and centralized management for dozens, or even hundreds of disk drives. Storage virtualization technology then augments this mix by partitioning, concatenating, striping, mirroring, or RAIDing several physical disk drives, and presenting the result as though it were a disk drive itself. Virtualization technology can be implemented: • • •



In disk arrays, using microprocessors programmed specifically for the task In application servers, using volume management software such as the VERITAS Volume Manager In the storage network, using switch-resident virtualization software such as the VERITAS Storage Foundation for Networks



Note that each option has unique advantages and limitations. Moreover, all these storage technology options can appear as virtual disks upon which file systems can be formatted, giving users a spectrum of cost-availability-performance choices for online file storage. There's an optimal choice of hardware, virtualization technique, and virtualization implementation for every file, whatever its importance to the enterprise and whatever its access pattern. While seemingly a solution, the number of online storage options available is actually today's central online storage management problem for two reasons: 1. The value of a file and the way it is accessed changes during its lifetime. The high-performing, highly reliable enterprise disk array that is optimal when a file is new and accessed frequently often becomes overkill as the file ages and is accessed less frequently. 2. The number of files kept online in a typical enterprise data center is becoming unmanageably large. Asking administrators to track usage and move millions individual files between storage devices as access patterns change is prohibitively expensive and error-prone. The number of files whose value and access patterns are constantly changing is simply too much for administrators to manage. By and large, enterprises have been forced to adopt sub-optimal file management strategies. The solution to this dilemma is addressed in the July, 2004 VAN article titled Delivering Quality of Storage Service, Using a multidimensional storage hierarchy to optimize the performance, availability, and cost of storing digital data VERITAS Software Corporation found in the VAN article archives. So, we now turn to near-line’s fundamental ingredient: Serial ATA technology… VERITAS ARCHITECT NETWORK
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Serial ATA Background The movement toward tiered storage quietly began over six years ago. At the March, 1999 Intel Developer Conference in Palm Springs, California, Intel executive Pat Gelsinger obliquely referenced a previously undisclosed internal Intel research effort Future ATA. Specifically, Mr. Gelsinger stated: … And beginning in the second half of 2000, we expect the transition to Future ATA. Again, following a very similar protocol architecture, move to a narrower, higher speed version of that, narrower for cost savings reasons and higher performance or higher speed for performance increases. We expect future ATA to begin in the second half of next year and to provide us the opportunity to increase performance in the I/O subsystem through 2005 and beyond. When Mr. Gelsinger spoke, he also projected USB 2.0 bandwidth would range from 15.6 to 31 MBytes/sec. However, in October 1999, Intel announced USB 2.0 bandwidth would range between 40 and 60 MBytes/sec. The distinct possibility was that, in addition to absorbing external peripheral connectivity opportunities, USB 2.0 technology would also play a significant role in accelerating the serial Ultra DMA follow-on (Future ATA) timetable. As in most technologies, any device that has pronounced capabilities, in this case impressive USB 2.0 transmission speed, there is a clear opportunity to exploit it, thereby generating a discontinuous change within the industry. And, as you might know, discontinuous change often resets to arena to a level-playing field, allowing entrants to displace established market-leader incumbents. Here, the potential for a discontinuous change was a direct consequence of USB 2.0's new performance level which clearly transformed the impending low-cost serial USB 2.0 transceiver into a serious new threat to SCSI mainstream hard disk attachment strategies. Correctly implemented, hence devoid of USB’s protocol and topology limitations, a disk product using an extracted USB 2.0 transceiver could easily provide the missing ingredient for industrial strength I/O subsystems that would generate extensive competition for SCSI across all its existing markets. This solution could clearly displace the enterprise storage device incumbent - parallel SCSI hard disks.
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Serial ATA In A Nutshell On February 15, 2000, Intel, IBM, Maxtor, Seagate Technology, Quantum and two other partners revealed a new hard disk host connectivity solution named Serial ATA. This new technology would replace Ultra DMA’s parallel connection methodology. Superficially, it seemed like a minor advance to most people, but it wasn’t. To understand Serial ATA’s significance, it is useful to examine its key features. Software Compatible – To system software, a Serial ATA device is indistinguishable from a legacy Ultra DMA/ATA device. Serial Cable – Serial ATA devices connect to systems using an inexpensive cable that provides compact connectors compatible with high-density server requirements. This allows Serial ATA to reduce the required number of signals from the 26 signals parallel ATA uses to 4. Single Device per Cable – Serial ATA abandons the Parallel ATA Master/Slave concept and only allows one device per cable which systems view as a Master ATA device. Serial Transmission – Serial ATA uses 8B/10B serial transmission to transfer data over the serial cable. This high data-integrity scheme is widely accepted as the reigning de facto serial transmission scheme and is used in numerous technologies including Gigabit Ethernet and Fibre Channel. It is vastly superior to Parallel ATA’s parity checking which PATA only used to check transferred data (but not task-file register command transfers). Low Voltage Differential Signaling – Serial ATA uses low voltage differential signaling (LVD) with 250mV offset that is compatible with both existing as well as emerging circuitry. It is also consistent with low power and cooling requirements. 10 Year Growth Road Map - Serial ATA plans three generations which transmit at 1.5 GBit/sec, 3.0 GBit/sec, and 6.0 GBit/sec respectively. This enables respective 150 Mbytes/sec, 300 Mbytes/sec, and 600 Mbytes/sec device burst rates.
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Because of the above features, Serial ATA poses formidable challenges to both parallel SCSI and Serial Attached SCSI technology (SAS). Correctly implemented, Serial ATA storage systems can use a multiplicity of inexpensive, compact connectors and cables to provide high bandwidth I/O subsystems. Subsystems using such an approach can deliver: • • •



• •



A collective I/O subsystem bandwidth that easily outpaces any future parallel or serial SCSI bus bandwidth A collective I/O subsystem bandwidth that can easily overrun the fastest host system busses conceived – e.g. large arrays will have to slow down to prevent swamping system busses A commodity transceiver and wiring approach to build storage subsystems gracefully scaling from the desktop to massive external storage subsystems. These external subsystems could connect internal Serial ATA disks and connect to serial SANs via Fibre Channel, iSCSI, or PCI-Express. Improved connectivity options over present parallel Ultra DMA configurations for desktops, workstations, servers, and external storage units Improved usability and operability over present Ultra DMA and SCSI configurations



At its initial introduction, Serial ATA exhibited substantial reliability, performance, and packaging improvements over its Ultra DMA predecessor. However, it is fair to say that not all initial Serial ATA aspirations have been completely achieved at this time. For example, cable connectors are only rated for a few insertions/removals and the internal Serial ATA cables presently tend to be very fragile of repeatedly flexed. Originally conceived as a long-term solution to the high signaling voltages required and increasingly problematic UMDA parallel cables/connectors, Serial ATA’s applications were far from assured in the eyes of some. For example, one well-known Silicon Valley engineer working at a parallel SCSI company immediately spotted Serial ATA’s disruptive-technology potential. He quickly authored and circulated an analysis, briefed all the company development engineers, and personally presented Serial ATA to both the company’s President and CEO. He was later informed by his managing director that “no one cares about Ultra DMA; they only care about SCSI’s 1,000,000 hour MTBF”. Today, the Serial ATA is in full swing as evidenced by Gartner’s projection that Serial ATA will represent 94.3 percent of total desktop and mobile PC hard disk drive shipments by 2005. Indeed, Serial ATA holds a commanding advantage in desktop systems, entry-level servers, and entry-level NAS systems. The advantage SCSI once enjoyed over its competition appears significantly reversed with Serial ATA holding a commanding advantage in many dimensions. It’s no surprise that, having largely missed the Serial ATA market, the above-referenced company’s public stock is now selling at less than one-tenth its all-time high. Their failure to adopt Serial ATA and adapt to changing realities was, in part, a direct consequence
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of host attachment fixation, versus an agnostic focus on device reliability and functionality that VERITAS advocates. Ironically, in the eyes of many, the adoption of Serial Attached SCSI (SAS) hard disks now is in question. Caught from above by high-reliability, Fibre Channel enterprise hard disks that are enjoying traditional cost reduction trends and from below by Serial ATA hard disks that are experiencing wide-spread adoption, increasingly reliability, application growth, and feature enhancements, SAS hard-disk offerings face a difficult road as their supporters begin to navigate the disruptive early deployment and always-painful technology stabilization phase. Indeed, many feel that if SAS had not eventually provided Serial ATA support, it could have failed to garner any market support despite the enormous support system OEMs and disk industry afforded it. As it is, it increasingly appears that SAS’s role might be highly marginalized, eventually proving only to be a Fibre Channel storage-fabric replacement, only connecting hosts to Serial ATA drives. These are truly exciting times. To understand Serial ATA’s full potential role within near-line storage opportunities, it is helpful to examine its technology and identify the deficiency remedies that are required before it can participate in a meaningful enterprise role.



Ultra DMA – Serial ATA’s Predecessor The predecessor to Serial ATA was a technology commonly referred to as Ultra DMA (Ultra DMA). To many, it is fair to say that Serial ATA is Ultra DMA on steroids – enjoying all of its advantages and increasingly few of its disadvantages. Let’s examine Ultra DMA… Ultra DMA itself was an evolutionary advance of Parallel ATA or PATA. In 1995, SCSI enjoyed numerous competitive advantages over Ultra DMA that enabled SCSI hard disks to be the correct choice for enterprise applications. These included: • • • • • • • • •



Significantly larger disk capacities Superior connectivity - Numbers of devices that could connect to a single system - Supported device types (CD-ROM, scanners, tapes, disks, etc.) Superior maximum burst transfer rates Ability to mix different types and different speed devices on the same cable External device connectivity Longer cable lengths Exploitation of operating system multitasking facilities DMA scatter/gather capability Over lapped I/O capability via disconnect/reconnect
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However, Fibre Channel, IEEE1394, Parallel Port devices, ATAPI, and USB appeared, collectively eroding many of Parallel SCSI’s unique 1995 advantages. By 2000, SCSI was essentially confined large-capacity server applications where a network server usually connected to four or fewer SCSI hard disks. This application success was a consequence of superior hard-disk reliability, larger SCSI hard-disk capacities, over-lapped I/O capability, and device attachment ease for legacy systems. These advantages would soon disappear however, leaving reliability as the only vestigial advantage. Here’s why… Before 1998, disk drive manufacturers first introduced their latest technology improvements on SCSI disks. After some time, these improvements would eventually trickle down to Ultra DMA disks. However, because the Ultra DMA disk market became significantly more competitive than the SCSI market, this technology flow reversed in 1998. One major disk vendor indicated as early as 1998 that its best disk engineers first worked on Ultra DMA disk improvements, then SCSI disk improvements. These improvements usually improved areal densities or allowed part count reductions that were evident in their popular, low-cost single head Ultra DMA disks. In addition, beginning in 1998, Ultra DMA disk firmware exhibited higher performance than SCSI disk firmware. Consequently, since 1998, technology first appeared on Ultra DMA disks and then moved to SCSI disks. Specific technology examples include CRC, Dual Edge clocking, Giant Magneto Resistive (GMR) heads, and multi-segment CAM assisted caching (Content Addressable Memory cache search accelerators). It is also important to note that IBM first deployed ruthenium substrate media laminates ("pixie-dust") on Ultra DMA hard disk platters. Next, beginning in 2000, benchmarks began to indicate that SCSI disk firmware could be slower than equivalent Ultra DMA disk firmware. This could have been be fixed if a disk manufacturers choose to do so but this required firmware changes that the manufacturers generally consider unappealing due to the considerable regression testing required. More problematic is recent evidence that indicates some Ultra320 SCSI subsystems can be noticeably slower than Ultra160 SCSI subsystems. However, the fact remains, that, because the Ultra DMA market was more competitive than the SCSI disk market, Ultra DMA disk performance relentlessly improved at SCSI’s expense, even more rapidly than in the past. At best, SCSI disk technology improved approximately every 18 months while Ultra DMA technology improves every 6 months. Note that Ultra320 SCSI was over a year late based on the SCSI Trade Association (STA) presentation titled "The Future of SCSI" that Mark Delsman, then Adaptec Chief Technology Officer, prepared in May of 1999. (Figure 1 - source: http://www.scsita.org/pub/)
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Figure 1 – Mark Delsman, then Adaptec Advanced Technology Director and subsequently Adaptec CTO, 5/99 The Future of SCSI STA Presentation STA Roadmap slides, available from the SCSI Trade Association (http://www.scsita.org/).



Ultra DMA VS. SCSI Ultra DMA 100 and 133, hence Serial ATA, hard-disks now easily exceed SCSI disk capacity, at significantly lower cost per GByte. So, capacity is no longer a SCSI advantage as it was in 1995. Moreover, within in its design-environment, the industry and knowledgeable customers have long realized that Ultra DMA outperforms SCSI for typical desktop, workstation, and midrange server configurations. When it doesn't, customers often feel any potential performance improvement that SCSI may offer is not worth the substantially increased cost and inconvenience. Here are a few examples… As early as 1997, one enterprising Silicon Valley Ultra DMA Host Bus Adapter (HBA) vendor advertised that I/O subsystems built with Ultra DMA33 disks and their Ultra DMA adapter benchmarked 300% faster and were significantly less expensive than equivalent capacity systems built using SCSI adapters and the same number of SCSI disks. Subsequent investigation surprisingly verified the specific claim was true. What was occurring was that, with the benchmark’s specified, user-selectable configuration, the adapter’s device driver allocated a large amount of motherboard memory. The driver then used this memory to completely cache the benchmark files, allowing them to run at host memory speed with no disk accesses after the cache had been loaded. In 1997, one of the world's largest workstation OEMs selected a SCSI RAID system for its new workstation line. However, the OEM was unable to provide a demo that clearly demonstrated the performance advantage the SCSI subsystem gave the new workstations over other alternatives such as Ultra DMA. After a few futile weeks of attempting to VERITAS ARCHITECT NETWORK
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produce such a demo, the search effort was abandoned. It seemed that the 128 Mbytes of system memory consisted of a single memory SIMM and the selected Microsoft NT operating system completely cached the files used in any attempted demonstration. Today’s desktop systems often have eight times or more times this much system memory. In 1998, a different major OEM workstation development group preferred SCSI disks instead the Ultra DMA disks its peer, desktop-development group preferred. At that time, 88% of all their customer's workstations shipped with one drive. The remaining 12% shipped with more than one drive. To assist its decision makers, the OEM vendor benchmarked single-disk configurations of SCSI and Ultra DMA systems using single-disk Winbench 98. The results for the workstation configuration were as follows: •



The slowest 7200 RPM Ultra DMA/33 drive beat the fastest 7200 RPM Ultra2 SCSI drive



•



The fastest 7200 RPM Ultra DMA/33 drive was approximately 3% slower than a 10,000 RPM Ultra2 SCSI drive



In some industry single-disk desktop benchmarks, 7200 RPM Ultra DMA/33 drives already outperformed 10,000 RPM Ultra2 SCSI drives in selected configurations. This performance disparity stems from Ultra DMA having less overhead than SCSI because of its small driver path length, efficient hardware interface, and limited configuration requirements from not having to share the bus. This is because SCSI's bus sharing protocols reduce performance for configurations with less than three disks when compared to Ultra DMA configurations. In the end, this OEM vendor was unable to rationalize why it should use SCSI drives versus Ultra DMA drives. Thereafter, SCSI was designated an expensive option, not the price-competitive standard configuration.
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Disk and Host Caching Strategies Caching algorithms are critical to disk performance. In other words, the way to get the best of seek and rotational delays is to eliminate them. This is precisely what effective caching strategies do. Disks with smaller caches, slower transfer rates, slower RPM, and longer seek times, but which use superior caching algorithms that eliminate seeks and rotational delays, easily beat disks with larger caches, faster transfer rates, higher RPM, and shorter seek times. Here's a long-standing 1993 example comparing three SCSI disks that proves the point (courtesy of Intel's Knut Grimsrud, now the key Intel force behind the Serial ATA initiative):



Disk1 Disk2 Disk3



KB Cache 512 1024 1024



Seek (MS) 9.5 8.0 8.0



RPM 5400 7200 7200



Transfer (MB/s) 3.8 5.3 7.7



In this example, observers usually suggest that Disk3 would outperform Disk2 which would outperform Disk1. In fact, overall, precisely the opposite was true. How could this be? Well, for one reason, server and desktop I/O profiles are very different and SCSI disks cache management strategies are optimized for server workload patterns. Workstation and desktop benchmarks generate workload patterns that exhibit dramatically different workload patterns. In fact, there is belief that some caching firmware detects specific benchmarks and optimizes its behavior accordingly to produce the appearance of higher performance. It follows that SCSI disk caching strategies are often not well suited for desktop benchmarking and vice-versa. When this is true, Ultra DMA disks enjoy a distinct advantage. Non-the-less, some SCSI vendors vigorously pursued the desktop market for nearly 6 years. They failed, and miserably for completely predictable reasons.



Motherboard memory price decreases diminish SCSI performance advantages As indicated earlier, inexpensive host system memory enables significant disk caching by device drivers and operating systems. That is, inexpensive memory allows host operating systems to cache large amounts of disk data. Since subsequent I/O requests can be fulfilled through relatively instantaneous memory transfers, many I/O delays are eliminated with concomitant dramatic performance improvements. It follows that inexpensive VERITAS ARCHITECT NETWORK



12



Part I - Tiered Storage, Serial ATA, and RAID 6



memory reduces the requirement for high performance disks, sometimes substantially by enabling higher caching levels, perhaps even large portions of disk arrays. Without putting too fine a point on the discussion, if all I/O requests are handled out of host memory, hard disks could actually be stopped since their performance characteristics are rendered irrelevant. Finally, increased memory allows systems to mimic virtually any desired caching strategy. This means that caching allows disks with reduced on-disk caches, slower seek times and RPM to outperform faster, more expensive SCSI disks. Specifically, the increased caching allows Ultra DMA disks to significantly outperform SCSI I/O subsystems as was previously discussed. And, in many instances, RAID subsystems disable hard disk caching to prevent in-memory and hard disk cache thrashing that reduces performance. Hence, the disk caching algorithm is then irrelevant because all disks are essentially on an equal footing.



Epilog: What Could SCSI Storage Vendors Have Done? In 1998, SCSI vendors could have recognized that Ultra DMA was a serious competitor within its limited design: configurations with few internal devices and no overlapped I/O on same channel. SCSI Vendors could have developed server I/O subsystem products that exploit innovative motherboard caching while exploiting Ultra DMA disk prices. Such subsystems would have easily outperformed SCSI I/O subsystems at significantly reduced cost. Using marginal cost/benefit analysis, SCSI Vendors should have not expended significant resources attempting to compete against Ultra DMA performance within this arena using the parallel SCSI architecture. Instead, SCSI vendors could have immediately moved to a serial bus using a star architecture, a move that is now happening five years too late with SAS. However, this did not happen and two subsequent generations of parallel SCSI, Ultra160 SCSI and Ultra320 SCSI, have since appeared following significant engineering cost and decreasing marginal benefit. Consequently, and despite historic assertions to the contrary, Ultra320 SCSI will be the last parallel SCSI generation – Ultra640 Parallel SCSI will never appear. Moreover, the Serial Attached SCSI (SAS) initiative that reluctantly adopted Serial ATA compatibility as well as many Serial ATA technology features could easily meet market marginalization because it simply represents an attempt by influential system OEMs and the storage industry to maintain "enterprise margins". The market, however, may yet ultimately consider SAS hard disks too little, too expensive, and five years late, to boot. The inexorable conclusion is that, like slide rules, SAS hard disk offerings could face near-term extinction because the worst news for SAS hard disk vendors is that even aging Ultra DMA configurations can be as much as 1.7 times fast as comparable Ultra160 SCSI configurations for significantly less cost. The situation is even more serious with today‘s Serial ATA. VERITAS ARCHITECT NETWORK
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Interim Serial ATA Discussion Summary Serial ATA now poses formidable challenges to parallel and Serial Attached SCSI (SAS) technology. Correctly implemented, such configurations use a multiplicity of inexpensive, compact connectors and cables to provide high bandwidth I/O subsystems. Subsystems using such an approach could deliver: • • •



• • • • •



A collective I/O subsystem bandwidth that easily outpaces any future parallel SCSI bus bandwidth A collective I/O subsystem bandwidth that can easily overrun the fastest system busses conceived – e.g. large arrays will have to slow down to prevent swamping system busses A commodity transceiver and wiring approach to build storage subsystems gracefully scaling from the desktop to massive external storage subsystems. These external subsystems could connect internal Serial ATA disks and connect to serial SANs via Fibre Channel, iSCSI, or PCI-Express. Improved connectivity options over present parallel Ultra DMA configurations for desktops, workstations, servers, and external storage units Improved usability and operability over present Ultra DMA and SCSI configurations Overlapped I/O capability via Native Command Queuing (NCQ) A 300 Mbytes/sec transfer rate that vastly exceeds a disk drive’s Media Transfer Rate (MTR) Newly announced external connectivity options (eSATA)



Improving Serial ATA Reliability The one primary remaining obstacle to enterprise-critical Serial ATA deployment is to compensate for the lower reliability that Serial ATA hard-drives have as compared to Fibre Channel (FC) or Serial Attached SCSI (SAS) hard-drives. This is presently being accomplished in more than one way and is the topic of the next installment of this series.
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