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A Physics-Driven Neural Networks-based Simulation System (PhyNNeSS) for Multimodal Interactive Virtual Environments Involving Nonlinear Deformable Objects



Abstract While an update rate of 30 Hz is considered adequate for real-time graphics, a much higher update rate of about 1 kHz is necessary for haptics. Physics-based modeling of deformable objects, especially when large nonlinear deformations and complex nonlinear material properties are involved, at these very high rates is one of the most challenging tasks in the development of real-time simulation systems. While some specialized solutions exist, there is no general solution for arbitrary nonlinearities. In this work we present PhyNNeSS—a Physics-driven Neural Networks-based Simulation System—to address this long-standing technical challenge. The first step is an offline precomputation step in which a database is generated by applying carefully prescribed displacements to each node of the finite element models of the deformable objects. In the next step, the data is condensed into a set of coefficients describing neurons of a Radial Basis Function Network (RBFN). During real-time computation, these neural networks are used to reconstruct the deformation fields as well as the interaction forces. We present realistic simulation examples from interactive surgical simulation with real-time force feedback. As an example, we have developed a deformable human stomach model and a Penrose drain model used in the Fundamentals of Laparoscopic Surgery (FLS) training tool box. A unique computational modeling system has been developed that is capable of simulating the response of nonlinear deformable objects in real time. The method distinguishes itself from previous efforts in that a systematic physics-based precomputational step allows training of neural networks which may be used in real-time simulations. We show, through careful error analysis, that the scheme is scalable, with the accuracy being controlled by the number of neurons used in the simulation. PhyNNeSS has been integrated into SoFMIS (Software Framework for Multimodal Interactive Simulation) for general use.
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Background



Real-time physics-based interactive simulation is computationally very demanding (Basdogan et al., 2004). While update rates of at least 30 Hz are Presence, Vol. 20, No. 4, August 2011, 289–308 ª 2011 by the Massachusetts Institute of Technology
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necessary for real-time graphical display, real-time rendering of interaction forces through a haptic interface device such as a PHANToM requires a much higher update rate of about 1 kHz. To support virtual environments that include interactions with deformable objects, efficient modeling schemes must be used (Basdogan et al.). Geometry-based models developed by Delp, Loan, and Basdogan (1997) and by Ho, Basdogan, and Srinivasan (1999) tend to sacrifice the physics of the deformation process to achieve real-time performance. Physics-based techniques that take into account the underlying mechanics of soft tissue deformation using mass spring networks (Kuehnapfel & Neisius, 1993) or finite elements (Bro-Nielsen, 1998) have been developed. Neural networks mimicking mass-spring dynamics are used by Radetzky, Nu¨rnberger, and Pretschner (1998). Mass-spring systems are notorious for their instabilities and the necessity to tweak thousands of parameters. Finite element-based techniques are more accurate, very stable, yet computationally expensive. Techniques such as condensation (Bro-Nielsen, 1998) and precomputation (Picinbono, Delingette, & Ayache, 2003) have been used to accelerate finite element computations. Meshfree methods such as the point associated finite field (PAFF) offer yet another alternative to finite element techniques and several methods have been presented to reduce computational costs (De, Lim, Manivannan, & Srinivasan, 2006). Hardware acceleration has also been used to achieve real-time rates (Liu & De, 2008). The presence of nonlinearities in the response of the deformable objects further complicates the problem as the simulation must now be iterative (Lim & De, 2007). Nonlinearities may be introduced due to large deformations, when the strain is a nonlinear function of the displacement field, and when the material properties are nonlinear, for example, when they are hyperelastic or inelastic. Of course, possible solutions pursued by us and others include faster hardware, clever computational algorithms, and use of massively parallelized systems. A detailed review of simulation of nonlinear response of deformable objects in real time may be found in work by Lim and De (2007). As the capability of computing resources has increased over the years, so have the complexities of the simulation scenarios. Using an example



from surgical simulation, a typical surgical scene involves much more than just tool-tissue interaction. Simulations of multiple organs, medical devices, sutures, coupled fluid flows due to bleeding, and modeling of physiological consequences of surgical procedures are now becoming common (Harders et al., 2006). With increasing complexity of surgical simulation scenarios, it is now clear that a straightforward technique of solving partial differential equations will not be sufficient—at least on commodity hardware. In this paper we present a very general approach, the Physics-driven Neural Networks-based simulation system (PhyNNeSS; Deo & De, 2009) for real-time simulation of linear and nonlinear response of deformable objects. The first step in PhyNNeSS is to develop geometric models of the deformable objects, ascribe to them realistic material properties (linear or nonlinear) which may be obtained from actual physical experiments, and simulate them with carefully applied loads. An accurate physics-based computational scheme such as the finite element or meshfree method may be used in this simulation. This is a preprocessing step and need not be computationally efficient. This step generates a massive database which is used to train a set of radial basis function neural networks. During real-time computations, these neural networks are used to compute the deformation fields and the reaction forces. The significance of the method is that linear and nonlinear simulations may be performed with almost the same operational complexity. Additionally, the quality of the real time computations may be easily controlled by scaling the number of neurons used in the computations. This system provides a unique platform to leverage the computational speed and scalability of soft computation methods for real-time interactive simulations. Neural networks, however, have been previously used in surgical simulation. In the following paragraphs we will review the existing literature in this area. Neural networks have been utilized in surgery simulation in specialized applications. For simulation of cutting involving liver, a neuro-fuzzy system was developed by Weiguo and Kui (2005). To obtain the training data, a specialized scalpel was designed for the acquisition of cutting parameters. However, very few parameters may
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be recorded in such experiments, sacrificing the fidelity of the simulations. A geometry-based mesh deformation algorithm was proposed by de Boer, van der Schoot, and Bijl (2007) which interpolates displacements of the boundary nodes to interior modes using radial basis functions (RBFs). Neural networks have also been used in energy-based simulation of deformation (Zhong, Shirinzadeh, Alici, & Smith, 2006). But this approach is not truly physicsbased as they draw an analogy between a cellular neural network (CNN) and elastic deformation. The potential energy stored in an elastic body as a result of a deformation caused by an external force is propagated among mass points by a nonlinear CNN. Another model has been proposed for animation by Grzeszczuk, Terzopoulos, and Hinton (1998), in which large neural networks are trained to emulate a simple physical system. This recent approach has not been proven practical for large coupled systems of nonlinear partial differential equations. Simulation of structural systems in virtual reality applications using neural networks trained from finite element simulations was performed by Hambli, Chamekh, and Bel Hadj Salah (2006). In the field of design optimization, response surfaces have been constructed using radial basis functions. Radial basis function-based meta models have been developed by Mullur and Messac (2006) and they have been used for representation of static geometrical surfaces obtained from point clouds by Carr et al. (2001). Neural networks have also been used by Omar, Eskandarian, and Bedewi (1998) to approximate the failure surface in vehicle crash modeling. In mechanics, neural networks have been used to simplify the responses of models (Kallassy, 2003) which also presents the validity of using neural networks for approximations of simple mechanical systems. In finite element analysis, neural networks have also been used for the approximation of complex viscoplastic constitutive relations for soil and cement mechanics (Jung & Ghaboussi, 2006). A review of applications of neural networks in structural engineering is provided by Waszczyszyn and Ziemianski (2001). A learning algorithm to train a linear 2D mass-springdamper system that behaves similarly to a high-fidelity



nonlinear finite element (FE) model is presented by Bianchi, Solenthaler, Sze´kely, and Harders (2004). In work by Peterlik and Matyska (2007) a neural networkbased approach is presented which involves a precomputation phase much like PhyNNeSS; however, they use state-space-based methods to interpret this data, unlike PhyNNeSS. In the work by Ho¨ver, Ko´sa, Sze´kely, and Harders (2009), a data-driven haptic rendering method was proposed for rendering of forces during the interaction with viscoelastic materials. This method utilizes RBF for interpolating force data based on positions and velocities. Unlike PhyNNeSS, this method cannot be generalized for complex geometries. Acquiring a computer model by directly recording deformation and force feedback information is presented in work by Pai et al. (2001). The acquired deformations were used to capture spatially varying stress-strain relationships in work by Bickel et al. (2009) to compute nonlinear deformations, but their approach does not reflect true physics of the objects involved. In work by Barbicˇ and James (2007), the authors presented an approach to provide 6-DOF force feedback for reduced deformable body. Saupin, Duriez, and Cotin (2008) also focus on contact handling for haptic rendering of nonlinear organ models during surgery simulation. The organization of this paper is as follows. We introduce PhyNNeSS in Section 2, followed by its application to interactive surgical simulation in Section 3, and some concluding remarks in Section 4. 2



Methods



Figure 1 presents the three major steps of PhyNNeSS. The first stage is data generation. This is a precomputation step in which geometric models of the deformable materials are generated and are assigned with boundary conditions and realistic mechanical properties, possibly based on physical experiments. The models may be discretized either using finite elements or by using a distribution of nodal points for mesh-free analysis (De et al., 2006). In the present work, we have chosen finite elements. Each model is then simulated by prescribing carefully chosen displacements at each node. The
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Figure 1. Schematic diagram of PhyNNeSS.



response, in terms of the reaction forces, is computed using finite elements and stored in a large database. The second step of PhyNNeSS consists of machine learning in which the data is vastly condensed and stored as a set of coefficients describing neurons of a Radial Basis Function Network (RBFN; Park & Sandberg, 1991). The third and final step of PhyNNeSS is real-time simulation in which the neural networks are used to reconstruct the deformation fields as well as the reaction forces. Using a combination of hard and soft computing methods, PhyNNeSS is able to reduce the solution of nonlinear problems to almost the same runtime complexity as solving linear problems. This technique is not only extremely rapid, but also scalable—which implies that we have a control knob which can be turned up or down to control the accuracy of the solution. The scalability is controlled by the choice of the number of neurons in the RBFN. More neurons may be chosen for higher fidelity but slower simulation, while fewer neurons may be chosen for coarser, but more rapid simulation. In the following subsections we present details of each of the three steps of PhyNNeSS. 2.1 Data Generation The data generation step involves simulating the organ models and solving the equilibrium equations of mechanics accurately using finite elements. In this section we will briefly recapitulate the equations governing the deformation of a general nonlinear continuum and



Figure 2. Deforming continuum.



its finite element analysis (Bathe, 1996). The nonlinearity may be due to large deformations (geometric nonlinearities) or nonlinear stress-strain relationships (material nonlinearity) or a combination of both. Let R0 denote a deforming continuum at time t ¼ 0 (the reference configuration) as shown in Figure 2, which at time t occupies Rt (the current configuration). We employ a Lagrangian description in which a point X ¼ {X1, X2, X3} in the reference configuration (known as the material point) deforms to the point x ¼ {x1, x2, x3} in the current configuration (known as the spatial point) using the map x ¼ xðX; tÞ:



ð1Þ
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Neo-Hookean



The displacement vector at any point is u ¼ x  X:



ð2Þ



The deformation gradient tensor F is defined as F ¼ rx ¼ I þ ru;



ð3Þ



 1 T F FI ; 2



ð4Þ



where I is the identity tensor. In finite element analysis, the following weak form of the governing differential equations is solved (Bathe, 1996) to compute the displacement field $X0 dET : S dX ¼ $X0 duT b0 dX þ $C0 duT t0 dC; t



ð5Þ



satisfying prescribed displacements on portion C0u of the boundary. In this equation, S is the second Piola-Kirchhoff stress tensor, b0 is the body force per unit reference volume (including inertia forces), and t0 is the surface traction on the boundary C0t . The operator d represents a first order variation of the respective mathematical entities. In this paper, we will consider hyperelastic materials only; that is, we will assume that the stress (S) may be obtained from a scalar strain energy density function using the following relationship: S¼



@W : @E



ð6Þ



While there are multiple expressions of W available in the literature describing the response of deformable materials, we will use the following models (Bonet & Wood, 1999) in the examples presented in this paper. St. Venant-Kirchhoff W ¼



1 kðtrðEÞ2 þ l  trðE2 Þ; 2



l k ðIC  3Þ  l  ln J þ ðln J Þ2 ; 2 2



ð8Þ



where J ¼ det(F).



where the gradient is taken with respect to X. The material or Green-Lagrange strain is E¼



W ¼



ð7Þ



where l and k are Lame constants and E is the Green strain tensor.



Mooney-Rivlin 1 W ¼ l10 ðIC  3Þ  l01 ðIC2  IIC  6Þ; 2



ð9Þ



where IC and IIC are the first and second invariants of the right Cauchy-Green tensor C ¼ FTF. The weak form in Equation 5 is solved numerically using finite element discretization (Bathe, 1996) where the displacement field (u) is approximated in terms of the nodal point displacements (U) as uðX; tÞ ¼ HðXÞUðtÞ;



ð10Þ



where H is the matrix of nodal shape functions expressed in terms of the reference configuration. After imposing the displacement boundary conditions, the solution of Equation 5 proceeds in an iterative manner. The most commonly employed technique is the Newton-Raphson method. For a nonlinear analysis, it is customary to divide the load into smaller load steps and allow the iterations to proceed in an incremental manner from one load step to the next. To completely characterize the response of any nonlinear model and store it in a database, ideally, each finite element node must be deformed in all possible directions to all possible magnitudes of displacements and the displacements at all other nodes in all three Cartesian directions and the reaction forces at the simulated node must be recorded. Such an exercise is not only infeasible, but also unnecessary. In our technique, we fix a few of the nodes to apply fixed boundary conditions. Each of the remaining nodes is then displaced by a predetermined amount d along one of only 26 directions (Figure 3), which we refer to as exploratory directions. We will refer to the node which is being displaced as the active node. The 26 exploratory directions correspond to 26 unit outward normals to a unit sphere, denoted by fei gi¼1;:::;26 , as shown in Figure 3, centered at each active node. The result of each simulation is a response set that includes the coordinates and labels of the active
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for each exploratory direction fei gi¼1;:::;26 D ¼ d. while D  nd apply displacement Dei to node J solve nonlinear finite elements compute and store reaction force fJ at node J for I¼1,. . .,Nactive, I=J store displacements uI end for D þ¼ d end while end for end for Figure 3. The precomputation step. A finite element model with the active node being displaced along one of 26 predetermined directions.



node, the direction and magnitude of the imposed displacement, the converged values of the reaction force, and a list of all other deformable nodes with their coordinates and the computed displacements. Typically, each active node is displaced n times successively along each exploratory direction so that the total displacement at that node is D ¼ nd (see Algorithm 1). This entire data generation step is automated based on a script written in Python. It should be noted that for linear analysis, it is sufficient to sample data along the three Cartesian directions. However, since linear superposition does not hold in nonlinear analysis, we have chosen the 26 directions. The choice is not unique. More directions can, of course, be chosen along normals to the unit sphere. However, this will increase computational costs and storage requirements. Besides, as we show in our results, sufficient accuracy is achieved using the 26 exploratory directions.



Algorithm 1. Data generation using finite element analysis. Let N¼total number of nodes in the model Apply fixed boundary conditions to Nfixed ( 
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