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Polytomous Logistic Regression Consider now the situation where the outcome variable is not dichotomous but rather has many levels ( i.e. polytomous). For example, we will consider an outcome variable with three categories. Gerneralization to an outcome variable with more than three categories will be analogous although notation can be problematic. When developing models for a polytomous outcome variable, we need to consider the scale of measurement We consider the case where the response may be ordinal (no pain, some pain, substantial pain) or nominal (Conservative, Liberal, NDP). For ordinal response outcomes, we model functions called cumulative logits by performing ordered logistic regression using a proportional odds model (McCullagh(1980). The LOGISTIC procedure is used to model cumulative logits. For nominal response outcomes, we form generalized logits and perform logistic analysis similar to before, except that we model multiple logits per subpopulation. The analysis of generalized logits is a form of the LOGLINEAR model. The CATMOD procedure is used to model generalized logits.



Ordinal Response: Proportional Odds Model Consider the following data on arthritis pain. Male and female subjects received an active or placebo treatment for their arthritis pain and the extent of improvement in pain was recorded as marked, some or none (Koch and Edwards 1988) Improvement Sex



Treatment Marked



Some



None



Total



Female Active



16



5



6



27



Female Placebo



6



7



19



32



Male



Active



5



2



7



14



Male



Placebo



1



0



10



11



We can dichotomize the response variable by comparing (marked and some) versus (none) or by comparing (marked) vs (some or none). However since there is a natural ordering to the response variable, we try to capitalize on it. Define hi1 P(marked hi1 and hi2 hi1 hi2 where hi1 improvement), hi2 P(some improvement), and hi3 P(no improvement)., where 1 if female h 2 if male and i



1 if active treatment 2 if placebo treatment
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STAT5602 page2 _______________________________________________________________________ In the dichotomous response case, we compute a logit function for each subpopulation. For a multi-level response, we create more than one logit function for each subpopulation. With ordinal data, we compute cumulative logits, based on the cumulative probabilities. In the case of three response levels, we compute two cumulative logits: log it



hi1



log



hi1



hi2



hi3



representing log odds of marked improvement vs some or none and log it



hi1



log



hi2



hi2 hi3



representing log odds of marked or some improvment versus no improvement.



The proportional odds model takes both of these odds into account.



We can assume that the data arise from a stratified random sample or at least conceptually represent a stratified population so that we can write the likelihood as n hij hij



3



2 2



n hi !



P n hij h 1i 1



j 1



n hij !



3



where



hij



1



j 1



The model log it



hik



k



x hi



k



where k indexes the two log its



applies to both logits simultaneously for each combination of gender and treatment. Writing the model this way permits different intercept and regression parameters for each logit.



Taking the difference in logits between two subpopulaltions for this model, we get log it



hik



log it



hi k



x hi



x hi



k, k



1, 2
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STAT5602 page3 _______________________________________________________________________ This tells us we need to examine two differences in logits simultaneously to compare the response between two subpopulations. This is the same number of comparisons needed to compare two subpopulations for a three level nominal response. This model does not take ordinality of the data into consideration.



The proportional odds assumpton is that log it



hik



k



for all k and hence



k



x hi



where k indexes the two log its



This results in log it



hik



log it



x hi



hi k



x hi



,k



1, 2



Thus the log cumulative odds are proportional to the distance between the values of the explanatory variables (hence the name ”proportional odds model”) and do not depend on the ”cutpoint” for the cumulative logit. (note there is a ”cutpoint” at marked improvement to form logit hi1 and a ”cutpoint” at some improvement to form logit hi2 . (If we had a single continuous explanatory variable, the regression lines would be parallel to each other.)



We can also state the model as t



exp hik



1



exp k exp



k



g x hig



k



x hi x hi



g 1 t



1



exp



g x hig



k g 1



where g models.



1, ..., t references the explanatory variables. Note the similarity to earlier logistic
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STAT5602 page4 _______________________________________________________________________ Note that hi1



hi1



hi2



hi2



hi3



1



hi1 hi2



To analyze the arthritis data we can start with the main effects model, writing in matrix notation as log it



111



1



1



2



log it



112



2



1



2



log it



121



1



1



log it



122



2



1



log it



211



1



2



log it



212



2



2



log it



221



1



log it



222



2



1 0 1 1 0 1 1 1 1 0 1 0



1



0 1 1 0



2



1 0 0 1



1



0 1 0 1



2



1 0 0 0 0 1 0 0



Note there are two intercept parameters corresponding to the two cumulative logit functions being modeled for each group: th 1 is the intercept for the i cumulative logit. i is the incremental effect for females 2 is the incremental effect for active. The reference cell is males on placebo.
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Formulae for Cell Probabilities Improvement Sex



Treatment Marked



Female Active



exp 1 exp



Female Placebo



exp 1 exp



Male



Active



exp 1 exp



Male



Placebo



exp 1 exp



1



None 1



1 1



1



2 1



1 exp



2



1



2



1



2



1



1 exp



2



1 exp



2



2



1 1 exp



2



1



2 1



1



1



1 1



2



1 1



Cell probabilities for marked improvement use the first logit function and for no improvement use the second logit function, computed from 1 hi2 . (We use the fact that the probabilities for all three levels add to 1 so we get the cell probabilities for some improvment by subtraction.)



Formulae for Model Odds Improvement Sex



Treatment Marked vs (Some or None)



Female Active



exp



1



1



Female Placebo



exp



1



Male



Active



exp



1



Male



Placebo



exp



1



(Marked or Some) vs None exp



2



1



1



exp



2



1



2



exp



2



2



exp



2



2



The odds ratio for females versus males is exp( placebo is exp 2 .



1



2



; the odds ratio for active treatment vs



The odds of marked improvement vs some or no improvement for females compared to exp males is exp 1 1 1 2 2 . Because of the proportional odds model, this is also the odds ratio for marked or some improvement vs no improvement.
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Fitting Proportional Odds Model with PROC LOGISTIC PROC LOGISTIC assumes an ordinal response variable and will fit the proportional odds model whenever the response variable has more than two levels. (PROC GENMOD and PROC PROBIT are two other procedures that also fit the proportional odds model with MLE.)



The following SAS statements create the data set ARTHRITIS. The data is actually counts, so a variable COUNT is created to contain the frequencies for each cell in the table. The variable IMPROVE takes the values marked, some or none to indicate the subject’s extent of improvement of arthritic pain. The variable SEX has values male and female and TREATMENT is active or placebo.



data arthritis; length treatment $7. sex $6. ; input sex $ treatment $ improve $ count @@; datalines; female active marked 16 female active some 6 female active none 6 female placebo marked 6 female placebo some 7 female placebo none 19 male active marked 5 male active some 2 male active none 7 male placebo marked 1 male placebo some 0 male placebo none 10 ; run; proc logistic order data; freq count; class treatment sex / param reference; model improve sex treatment / scale none aggregate; run; Note that ORDER DATA values IMPROVE according to the order encountered in the data ( i.e. marked, some and none). It is very important to check that this is the order we wish. The ”Response Profile” table shows the response variable values in decreasing order. The cumulative logits modeled are thus based on more to less improvement. The ”Class Level Information” shows that the parameterization corresponds to incremental
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STAT5602 page7 _______________________________________________________________________ effects for active treatments and for females. PROC LOGISTIC prints a score test for the appropriateness of the proportional odds It tests H0 : k and is based on the model log it



hik



k



x hi



k



If we reject this hypothesis we reject the assumption of proportional odds. If we do not reject, we assume proportional odds. The test compares t parameters (for t explanatory variables) across r 1 log its, where r is the number of response levels,\; therefore the test has t r 1 d.f It requires at least 5 observations at each outcome at each level of each main effect; note that small samples may artificially inflate the test statistic.



For our data, the score test statistic is Q RS and hence we assume proportional odds.



1.883 based on 2d.f., which is not significant



The goodness-of-fit of the model is evaluated using deviance (Q D 2.7121) and Pearson (Q P 1.9099) which, provided at least 80% of the observed cell counts are at least 5, are distributed as Chi-square based on d.f.



r



1 s



1



t



3



1 4



1



2



4



where s is the number of subpopulations.



We also can assess the fit using the likelihood ratio test G 2 statistic of 17.8677, both based on 2d.f.



19.8865 and the score test
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STAT5602 page8 _______________________________________________________________________ The following are the estimates, standard errors, and interpretations of the parameters: 0.600 log odds of marked improvement vs some or none for males 1 : 2.667 s.e. receiving placebo 0.557 log odds of marked or some improvement vs none for males 2 : 1.813 s.e. receiving placebo 1



: 1.319 s.e.



0.529 increment for both types of log odds due to female sex



2



: 1.797 s.e.



0.473 increment for both types of log odds due to active drug



Females have exp 1.319 3.7 times higher odds of showing improvement as males, both for marked improvement vs some or none and for marked or some improvement vs none. Those receiving an active drug have exp 1.797 6 times higher odds of showing improvement as those on placebo, both for marked improvement vs some or none and for marked or some improvement vs none.
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Nominal Response: Generalized Logits We again use logistic regression, but instead of modeling cumulative logits we now model generalized logits. Consider the following study: Schoolchildren in experimental learning settings were surveyed to determine which program they preferred. We are interested in whether their response was associated with their school and their school day program (standard or including afterschool care). Learning Style



Preference



School Program Self



Team



Class



1



Regular



10



17



26



1



After



5



12



50



2



Regular



21



17



26



2



After



16



12



36



3



Regular



15



15



16



3



After



12



12



20



The levels of the response variable are Self, Team and Class (which are not ordinal), so the proportional odds model would not be appropriate. We use generalized logits here. The generalized logit is log it hij



log



hij hir



for j



1, ..., r



1



i.e. a logit for the probability of each succeeding category over the last response category.



For a three level response we would have log it hi1



log



hi1



log it hi2



log



hi2 hi3



for h



1, 2, 3 for schools; i



3



1 for regular program and 2 for afterschool program.
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STAT5602 page10 _______________________________________________________________________ The model to fit for generalized logits is log it hik



k



x hi



k



and k indexes the two logits. i.e. there are separate intercept parameters k and different sets of regression parameters k for each logit. The matrix x hi represents the explanatory variable values for the hi th group.



We can use PROC CATMOD to perform an analysis of generalized logits. data school; input school program $ style $ count @@; datalines; 1 regular self 10 1 regular team 17 1 regular class 26 1 after self 5 1 after team 12 1 after class 50 2 regular self 21 2 regular team 17 2 regular class 26 2 after self 16 2 after team 12 2 after class 36 3 regular self 15 3 regular team 15 3 regular class 16 3 after self 12 3 after team 12 3 after class 20 ’ run; proc catmod order data; weight count; model style school program school*program; run;



Using ORDER DATA means that the response variable levels follow the order of self, team, class. This means that the generalized logits are formed for the probability of self w.r.t. class and for team w.r.t. class.



The school x program interaction is nonsignificant, with Wald Chisquare 1.74, 4d.f. Note that the d.f. for modeling two generalized logits are twice what we expect when modeling one logit. This is because we are simultaneously modeling two response functions instead of one (We are doubling the number of parameters being estimated because we have to estimate parameters for two r 1 logits.)
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STAT5602 page11 _______________________________________________________________________ Because the interaction is not significant, a main effects model is fitted:



log it 111



1 0 1



0



0



0



1



0



log it 112



0 1 0



1



0



0



0



1



log it 121



1 0 1



0



0



0



log it 122



0 1 0



1



0



0



0



log it 211



1 0 0



0



1



0



1



0



1



log it 212



0 1 0



0



0



1



0



1



2



log it 221



1 0 0



0



1



0



1 0



3



log it 222



0 1 0



0



0



1



0



log it 311



1 0



1 0



1



0



5



log it 312



0 1 0



1 0



1



6



log it 321



1 0



log it 322



0 1 0



1 0 1 0 1 0



1 0



1 0 1 0



1



1



1



2



4



1 0 1 0



1



.



The odd rows are for the first logit and the even rows are for the second logit. The odd columns correspond to parameters for the first logit and the even columns correspond to parameters for the second logit. PROC CATMOD uses differential effects by default, as opposed to the incremental effects fit with PROC LOGISTIC for the proportional odds model. :



To fit the main effects model we use: proc catmod order data; weight count; model style school program; run;
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STAT5602 page12 _______________________________________________________________________ This results in a likelihood ratio G 2 1.78, 4d.f., indicating a good fit. School has a Wald Chi-square statistic 14.84, 4d.f. and program has a Wald Chi-square 10.92, 2d.f., indicating both of these main effects are significant. Parameter estimates and tests for individual parameters are output in the order in which the response variables and explanatory variable levels are listed in the response profiles table and the population profiles table. i.e. since the order of the response values is self, team and class, parameter 1 is the intercept for logit hi1 and , parameter 2 is the intercept for logit hi2 . For SCHOOL effect, parameter 3 is the parameter for School 1 for the first logit and parameter 4 is the parameter for School 1 for the second logit. Parameters 5 and 6 are the corresponding parameters for School 2 and parameters 7 and 8 are the parameters for logit hi1 and logit hi2 , respectively, for the regular program. Going down the list of parameters in order, the response function varies most quickly, and the groups vary the same way that they vary in the population profiles table. CATMOD Model Parameter



Parameter Interpretation



1



1



Intercept for log it hi1



2



2



Intercept for log it hi2



3



1



Differential Effect for School 1 for log it hi1



4



2



Differential Effect for School 1 for log it hi2



5



3



Differential Effect for School 2 for log it hi1



6



4



Differential Effect for School 2 for log it hi2



7



5



Differential Effect for Regular Programl for log it hi1



8



6



Differential Effect for Regular Program for log it hi2
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STAT5602 page13 _______________________________________________________________________ The coefficients from the final model are: log it self/class



logit team/class Standard



Variable Coefficient



Standard



Error



Coefficient



Error



: Intercept -0.798(



1



0.146



-0.659(



2



0.137



School 1 -0.799(



1



0.220



-0.279(



2



0.187



4



0.189



School 2 0.284(



3



0.190



-0.099(



Program 0.374(



5



0.141



0.371(



0.135



6



This shows School 1 has the largest effect of the three schools, particularly for the logit comparing self to class. Also, program has nearly the same effect on both logits.



Odds ratios can also be used in models for generalized logits to help with model interpretation. Below are the odds corresponding to each logit function for each subpopulation in the data. Unlike the proportional odds model where the form of the odds ratio was the same regardless of the cumulative logit being considered, here the formulae for the odds ratio for the generalized logits model depend on which generalized logit is being considered.



Odds School Program Self/Class



Team/Class



1



Regular



exp



1



1



5



exp



2



2



6



1



After



exp



1



1



5



exp



2



2



6



2



Regular



exp



1



3



5



exp



2



4



6



2



After



exp



1



3



5



exp



2



4



6



3



Regular



exp



1



1



3



5



exp



2



2



4



6



3



After



exp



1



1



3



5



exp



2



2



4



6
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STAT5602 page14 _______________________________________________________________________ To determine the odds ratio of self to class for school program, you compute, for School 1 , exp exp



1



1



5



1



1



5



exp 2



5



For our data, this is exp 2 0.374 2.11 Therefore the odds are 2.11 times higher of choosing the self-learning style over the class learning style if students attended the regular school program vs the afterschool program.



The odds ratio of team to class for school program, you compute, for School 1 , exp exp



2



2



6



2



2



6



exp 2



6



For our data, this is exp 2 0.371 2.10. Therefore the odds are 2.10 times higher of choosing the team-learning style over the class learning style if students attended the regular school program vs the afterschool program.



Comparing the odds ratio for School 1 to School 2 for regular program gives self/class logit exp exp



1



1



5



1



3



5



exp



1



3



This is exp 0.799 0.284 0.33 Thus students from School 1 were 0.33 times as likely to choose self-learning over class learning as those students from School 2.
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