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Abstract—In this paper, we address the problem of channel sensing, channel allocation and transmission of multimedia signals in a cognitive radio network, while maintaining the required quality of service (QoS) constraints. Depending on the type of signal and QoS requirements, different types of multimedia signals need different bandwidths for communication. In typical wireless systems, unless a contiguous frequency band in the spectrum with width at least equal to the required bandwidth is obtained, multimedia communication can not occur with the desired QoS. We propose here a novel technique based on sample division multiplexing (SDM) to overcome this issue. Our proposed approach is based on utilizing several frequency bands, each of smaller width than the required bandwidth but whose sum total equals at least the required bandwidth. Towards this end, we present algorithms for channel reservation, channel sensing and allocation along with protocols for transmission and reception. Our approach also ensures preemption of secondary users by the primary users as typically demanded in a cognitive radio based communication environment. Index Terms—Cognitive radio network, multimedia communication, sample division multiplexing, channel sensing, channel allocation.



I. I NTRODUCTION Wireless Communication is the fastest growing industry in telecommunication involving cellular mobile networks, ad hoc mobile networks, sensor networks and so on. In recent years wireless 802.11 hotspots are growing rapidly in an uncoordinated fashion with highly variable deployment densities, particularly in areas like restaurants, cafes and shops. Also, there is an increasing trend of multimedia communication by the users of these 802.11 hotspots in the form of voice, text, still image and video. Such uncoordinated deployments, coupled with the requirement of maintaining the quality of service (QoS) for each type of multimedia signal, leads to a difficult problem of allocating communication channels among the corresponding Access Points (AP). The situation is worsened by the fact that the available radio spectrum for such multimedia communication is very limited, but the number of such users is ever increasing. Thus, designing suitable algorithms for allocating channels to each AP while optimizing the network performance and at the same time c 2011 IEEE 978-1-4244-8953-4/11/$26.00 °



achieving fairness to all the clients of the APs constitutes a challenging research problem. Historically, the available radio spectrum is divided into parts with some reserved for the licensed users and the rest freely available for all. For increasing the effective utilization of the available spectrum under a scenario of heavy demand for communication channels, dynamic spectrum access techniques have been proposed in the form of cognitive radio networks (CRN ). The concept of cognitive radio (CR), first introduced by Mitola III [23], [28], provides the capability of sharing the spectrum in an opportunistic manner by both licensed and unlicensed users. Such an opportunistic approach has found a lot of interest in recent times as according to a survey conducted by Federal Communications Commission (F CC), the usage of the radio spectrum is non-uniform. While some portions of the spectrum are heavily used, other portions remains relatively under-utilized. Thus, when a licensed user is not currently using the spectrum, an unlicensed user can sense this fact and may temporarily use this channel for his/her purpose. However, as soon as the licensed owner starts using his channel, the unlicensed user must relinquish this channel as soon as possible, and move to a different one by sensing the spectrum holes or white spaces. A cognitive radio should thus have the capability of being programmed to transmit and receive on a variety of frequencies and to use different transmission access technologies supported by its hardware design [14], [21]. The transmission parameters, e.g., power level, modulation scheme, etc. of a cognitive radio can be reconfigured not only at the beginning of a transmission but also during the transmission, when it is switched to a different spectrum band. Regarding multimedia communication through CRNs, some results are already available in the literature [26], [28], [29]. Mitola III first introduced the concept of flexible mobile multimedia communications [28] in a CRN. Kushwaha et. al. used fountain coding for packet generation and conversion [29] to send data with high reliability and tolerable delay. Shing et. al. proposed the idea of dynamic channel selection for video streaming over a CRN [26], based on some prioritybased scheduling of video signals. On the other hand Lei et.



al. worked on spectrum fragmentation by their method “Jello“ [31], where they detect ”edges“ of power spectrum, then use classical best fit, worst fit and first fit algorithm for spectrum selection and finally they do a distributed coordinate procedure to synchronize transceiver system. However, in all of these communication schemes, a video signal can not be communicated over the CRN unless a channel of sufficiently large bandwidth for maintaining the QoS of these video signals, is allocated from the white spaces of the spectrum. Thus, even if the sum of all the available white spaces in the spectrum may be larger than the required bandwidth for transmitting a video signal, it may not be possible to transmit the video signal if there is no single white space in the spectrum which can provide the required large bandwidth for its communication. Basically, this is a situation of fragmentation of the spectrum into small holes, with no hole being large enough to accommodate a video signal transmission. A. Our Contribution In this paper, we propose an elegant way of overcoming the above mentioned problem of fragmentation of the available spectrum with regard to the communication of multimedia signals over the CRN, while maintaining the QoS constraints. We first note that a multimedia signal consists of different types of signals and the bandwidth requirements for all of its constituent signals are different to satisfy their respective QoS requirements. For example, 64 Kbps may be good for the voice signal, but for video signal we may need to have at least 384 Kbps for maintaining the video quality. Let Bmin be the minimum over the required bandwidth for all these types of multimedia signals (e.g., voice, text, still image, video, etc.). We assume that the total available radio spectrum is divided in terms of a large number of channels, each having a bandwidth of this Bmin . We propose a technique based on sample division multiplexing (SDM), wherein we first decompose a multimedia signal in time domain in terms of a number of sample sets, with each set being transmitted over just a single channel of bandwidth Bmin and yet maintaining the signal quality. Thus, the total information content of a signal during a particular time frame is basically divided into several packets, with each packet being transmitted through one available channel in the white space. The constituent packets generated for a given time frame may, however, be transmitted over non-contiguous channels. At the receiver end, all the packets received through these channels will be used for reconstructing the original signal without degrading the signal quality. In order to implement the above basic idea, we have proposed algorithms for channel sensing and channel allocation avoiding the hidden node problem and also avoiding possible collision with the channel demands from other users of the CRN. We assume that the execution time of our proposed algorithms for channel sensing and allocation is much smaller during which there is no change in the white space profile of the system.



Our proposed technique would enable us to transmit a multimedia signal even if there does not exist any single contiguous white space in the spectrum, but the sum total of non-contiguous white spaces is equal to or larger than the required bandwidth, without affecting the required QoS of the multimedia signal. To the best of our knowledge, there are no existing techniques that can achieve this in CRNs. B. Related Works Techniques for detection of unused spectrum and sharing the spectrum without harmful interference with other users with the help of a common control channel (CCC) have been presented by Krishnamurthy et al. [24], Masri et al. [25]. The CCC is used for supporting the transmission coordination and spectrum related information exchange between the Cognitive Radio (CR) users. It facilitates neighbor discovery, helps in spectrum sensing coordination, control signaling and exchange of local measurements between the CR users. Spectrum sensing without using a CCC have been considered by Kondareddy et al. [4], Xin and Cao [5]. Allocation of channels from the available white spaces or holes in the spectrum avoiding interference with other neighboring users have been studied by a number of authors. Allocation schemes can be fixed, dynamic or hybrid. In fixed channel allocation (F CA) schemes [27], a set of channels is permanently allocated to each cell in the network. Due to short term fluctuations in the traffic, F CA schemes are often not able to maintain high quality of service and capacity attainable with dynamic traffic demands. One approach to address this problem is to borrow free channels from neighboring cells. In dynamic channel allocation (DCA) schemes [1], [11], [26], [27], all channels are kept in a central pool and are assigned dynamically to new calls as they arrive in the system. DCA schemes can be centralized or distributed. The centralized DCA scheme [1], [27] involves a single controller selecting a channel for each cell. On the other hand the distributed DCA scheme [1], [27] involves a number of controllers scattered across the network. In hybrid channel allocation (HCA) schemes [27], the available channels are divided into fixed and dynamic sets. The fixed set contains a number of nominal channels that are assigned to cells as in the F CA schemes, and the dynamic set is shared by all users in the system to increase flexibility. II. P RELIMINARIES A. Problem Statement Consider a representative scenario depicted in Fig. 1 where we show a part of the spectrum divided into 16 channels marked as x0 , x1 , · · · , x15 , where each of these channels is of the same bandwidth equal to Bmin which is minimum of the required bandwidths of all types signals present in a multimedia signal. For example, if the multimedia signal consists of voice, text and video signals, and the corresponding minimum bandwidth requirements for these signals correspond to 64 Kbps, 128 Kbps and 512 Kbps, respectively, then Bmin is taken to be equal to that for the voice signal. Now suppose
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we want to transmit a video signal for which we need eight consecutive xi ’s. However, as we see from Fig. 1, there is no continuous band consisting of eight channels, but a total of nine channels are still available with four contiguous slots starting from x2 , three contiguous slots starting from x8 , and then two contiguous slots starting from x12 . Our problem is to devise an appropriate technique to allow the transmission of the given video signal through eight of these available nine channels, without compromising the video quality at the receiving end. B. Sample Division Multiplexing Consider a band-limited signal having a bandwidth of, say W . Let us assume that the signal is sampled with a sampling frequency of 2W . Referring to Fig. 2, let s0 , s1 , · · · , sN −1 be N samples taken over the time period T of the band limited 1 signal at a sampling interval of τ = 2W . Thus, T = N τ . Let the bandwidth W of this signal be less than or equal to nBmin . We then partition the N samples in n subsets SS0 , SS1 , SS2 , · · · , SSn−1 , where the sample set SSi is defined as, SSi = {sj |j = i mod n, 0 ≤ i, j ≤ n − 1}



(1)



Note that in each SSi , the samples are separated by nτ , and hence, these would require a transmission bandwidth of W n ≤ Bmin . Thus, to transmit the original signal as shown in Fig. 2, we search for the availability of n channels in the white spaces of the spectrum. Let Cognitive Channels (COGCHs), COGCHi , i = 0, 1, · · · , n − 1 be these n channels such that the samples in the sample set SSi is transmitted through COGCHi (as shown in Fig. 3 for n = 8). In practice, corresponding to each time frame of a suitable duration T, we take the samples in the set SSi to form a data sub-packet SPi . The header of each such sub-packet will contain the identity of the time frame (e.g., in the form of a packet number P N ) as well as the sub-packet number (SP N ) equal to i. At the receiving end, all these received sub-packets having the same packet number will be used to reconstruct the original transmitted signal.



Nodes with their Respective Sensing Regions



C. System Model We assume that all cognitive radio users are secondary users (SU ) and have the same priority. Similarly, all primary users (P U ) are assumed to have the same priority which is greater than that of a SU . We also assume that any given node in the system has the maximum capability of providing some m number of channels. Thus, a node A may be allowed to be involved in simultaneously communicating more than one signal, so long as the sum of the numbers of channels used by it in communicating all these signals is less than or equal to m. We assume the presence of a common control channel (CCC) [24], [25] for coordination between the various SU s, with the communications through CCC effected in discrete time slots. Connection establishment process may broadly be divided in two subproblems - sensing and allocation. While sensing, we assume that a node can always sense the channels which are being used by all of its 1-distance neighbors for transmitting their respective data. Thus, referring to Fig. 4, the transmitting channels of all the neighbors at distance 1 from a node A can be sensed by node A. Consider the node E in Fig. 4 which is a 1-distance neighbor of A. The channels used by E in receiving some information from its 1-distance neighbor node, say F , which is at distance 2 from A, can not be sensed by node A. D. Connection Establishment Process While allocating a channel, we must avoid the hidden node problem [2]. Referring to Fig. 4 again, assume that there are three nodes A, B and C in the CRN. Sensing regions of nodes A and B are not intersecting, but node C is in the common region of both. Suppose A and B both want to communicate their messages to C at the same time using the same channel (when both of them independently sense that channel as free). Both of them now send a message to node C through this channel causing a collision and thus, both the messages are lost at C. Different researchers have tried to address the above problems in different ways focusing their ideas mainly on single channel problems for CRN . In this paper, however, we are concerned with multimedia communication which is not limited to a single channel only, but it may require more



than one channel. Thus, a particular node may sometimes need just one single channel and sometimes a number of channels to communicate its messages depending on the types of the multimedia signals and their required QoS. Hence, the methods adopted previously can not be used directly here. We consider below the connection establishment process for multimedia signals to be executed by a transmitting (source) node, (e.g., by node A in Fig. 4, say), in three steps using a CCC: 1) Grab the CCC and reserve the required number (m) of channels at the receiving (destination) node, say node C in Fig. 4, for the desired multimedia communication. 2) Sense the channels not being used by A’s 1-distance neighbors for transmitting their messages. From these free channels, choose m channels which are also not being used by any of these 1-distance neighbors in receiving messages from some 2-distance neighbors of A (to avoid the hidden node problem). This would be effected with the help of some control and acknowledgement messages communicated through the CCC. 3) Allocate the m free channels found above to the destination node C so that it becomes ready for receiving the desired multimedia signal from A. The above steps of allocating channels to any sourcedestination pair would be done dynamically in a distributed manner with the help of the CCC. After this allocation process, the actual multimedia communication between a source-destination pair will continue unless some or all of these channels are deallocated due to the arrival of one or more primary users. Detailed discussions on all these steps are presented below in sections III and IV. E. List of Notations For the convenience of the reader, we present below a set of various notations used in the paper: 1) CCC - Common Control Channel 2) FCA - Fixed Channel Allocation 3) DCA - Dynamic Channel Allocation 4) HCA - Hybrid Channel Allocation 5) COGCH - Cognitive Channel 6) SPN - Sub-Packet Number 7) SU - Secondary User 8) PU - Primary User 9) DN - Demanded Number of Channels 10) SA - Source Address 11) DA - Destination Address 12) CM - Control Message 13) ACK - Acknowledgement Message 14) WAIT - Wait Message 15) TAM - Trial Allocation Message 16) CN - Channel Number 17) NACK - No-Acknowledgement Message 18) CCB - Clear Channel Blockage 19) CHALLOC - Channel Allocate 20) SS - Sub-Packet



21) 22) 23) 24)



PN - Packet Number MAX - Maximum number of channels in a band COL - Collision Message CRM - Channel Release Message III. P ROPOSED A LGORITHM FOR C ONNECTION E STABLISHMENT



When the transmitter buffer of a node becomes full, a status bit BT x of the node is set to 1 indicating that this node wants to transmit a message. Assuming that the transmitter needs m channels (depending on the type of the multimedia signal) to transmit its message, a variable DN (demanded number of channels) is set to the value m to reserve DN numbers of channels at the destination node. Let the source node and the destination node have the addresses SA (source address) and DA (destination address), respectively. Reservation of the channels at the destination node is then done as described below. A. Reservation of Channels Channel reservation is done using the CCC. For this, the source node SA first listens to CCC for a free time slot. If the slot is busy, then it waits for the next time slot if that is available (when no other node within distance 1 from SA is using that time slot of CCC). If the slot is sensed to be free, then node SA transmits a control message (CM ) with SA, DA and DN values as shown in Fig. 5(a). After sending this control message, it waits up to some maximum time out period, say ∆T , for getting either an acknowledgement message (ACK) or a WAIT message from DA, both of which would contain the SA and DA values, with one more T AG bit, as shown in Fig. 5(b), which is set to ’0’ for an ACK message and ’1’ for a W AIT message. The ACK message is sent if node DA is capable of providing DN number of channels for receiving the multimedia signal from SA (i.e., when the available number of channels AN at DA is greater than or equal to DN , while the N ACK message is sent when AN ≤ DN . Since the node DA may simultaneously receive such channel reservation requests from other source nodes as well, for AN ≥ DN , it temporarily reserves the requested number (i.e., DN ) of channels for node SA on a first-come-first-serve basis (without bothering about which DN channels). If the node DA is not capable of allocating the requested DN number of channels to SA, then along with sending the W AIT message to the node SA, it puts this request from SA (in the form of CM ) in a waiting queue for later servicing. If neither the ACK nor the W AIT message is received by SA within ∆T time (due to a possible collision caused by the simultaneous transmission of messages from some other node(s) within distance 1 from SA or due to the hidden node problem, i.e., due to a collision at the node DA caused by messages from some node, say V which is at distance 1 from DA, but at distance 2 from SA), then SA waits for a random amount of time δt (similar to IEEE 802.3 protocol), where δt ¿ ∆T , to find a free slot and then retransmits its control
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Algorithm 1: Reserve Channels Transmitter 1 2 3 4 5 6 7 8 9 10 11



Input: SA, DA and DN Output: channels reserved channels reserved = f alse ; while channels reserved = f alse AND BT x = 1 do Sense CCC; if CCC Idle then Transmit CM to the node DA; Wait for ∆T time to receive ACK or W ait Signal; if ACK or W AIT Signal received within ∆T then if ACK is received within ∆T then channels reserved = true; else Wait for ACK;



12 13 14 15



else Wait for a random time δt ; else Wait for the next time slot;



Algorithm 2: Reserve Channels Receiver 1 2 3 4 5 6 7



Input: CM (consisting of SA, DA and DN ) Output: ACK, W AIT to the Transmitter if AN ≥ DN then AN = AN − DN ; Update its database; Transmit ACK; else Enter CM in a waiting queue; Send back W AIT Signal to node SA;



B. Sensing and Allocation of Channels After getting the ACK message from the destination node DA in reply to the CM message as described above, the source node SA will try to find the required DN number of data channels from the currently available white spaces of the spectrum. This will be done by randomly choosing a set of DN distinct channels which are not being used by any of the 1-distance neighbors of SA for transmission as well as reception (to avoid the hidden node problem) of data. The fact that none of the 1-distance neighbors of SA is currently using a given channel for transmitting their data, can be very easily determined by listening to this channel by SA (channel sensing). However, whether a given channel is being used by any node U among the 1-distance neighbors of SA for receiving some messages from some node, say V , which is at distance 2 from SA, can not be determined by such channel sensing. To decipher that, node SA has to send a Trial Allocation Message (T AM ) to all of its 1-distance
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message CM . This process of retransmission is repeated by SA until an ACK or W AIT message is received from DA. The algorithms reserve channels transmitter and reserve channels receiver to be executed by nodes SA and DA are presented below.
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Fig. 6. (a) T AM or CCB Signal, (b) ACK or N ACK Signal, (c) CHALLOC Signal and (d) CRM Signal (d = |channel set|)



neighbors which would contain the source and destination addresses(i.e., SA and DA) along with the channel number (CN ) in question. The structure of the T AM message is as shown in Fig. 6(a), where the T AG field is set to ’0’ for a T AM . On getting this T AM , a node U would send back an acknowledgement (ACK) or a no-acknowledgement (N ACK) message to SA depending on whether U is currently not using the channel CN for receiving any message or not, respectively. The ACK and N ACK messages are of the form as shown in Fig. 6(b), where the T AG field is set to ’00’ for a N ACK and ’01’ for an ACK. Node U can check this fact efficiently if it maintains a channel usage database in the form an AVL tree as shown in Fig. 7 where each node of the tree contains a tuple (CN , SA) and insertion or finding an element in the tree is done based on the CN field only. The choice of AV L tree as the data structure for this purpose enables as insertion, deletion and finding an element from it all in O(log m) time where m is the total number of nodes in this tree. In case U is currently not using the channel CN for receiving any message, it temporarily allocates the channel CN to the node SA and keeps this information by inserting a new node with this CN and SA information in the AVL tree. This would help prohibiting other nodes selecting this channel CN for transmitting their data when the node SA is still in the process of selecting all of its required channels and has not yet completed that process. If SA does not receive any N ACK message within a maximum time out period ∆T from any node in reply to this T AM message, then SA puts this channel number CN in its chosen set of channels channel set; otherwise, SA can not use the channel CN for transmitting its data and hence, it broadcasts a Clear Channel Blockage (CCB) message to all of its 1-distance neighbors. The structure of the CCB message is same as that of a T AM shown in Fig. 6(a), where the T AG field is set to ’1’ for a CCB. If a node U receives this CCB message, then U will delete the corresponding node from its AVL tree storing its channel usage status (thus, the channel CN will now be treated as available by the node U ). The above process of allocating the channels for SA will be repeated to get all DN channels after which the transmission will be started. When the required number of channels are found through the above process, a Channel Allocate (CHALLOC) command is broadcast by SA to its 1-distance neighbors with the information regarding the destination node DA, and the sub-packet number (SP N )
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AVL tree for storing the channel usage status of a node



of every packet along with the allocated channel number (CN ) as shown in Fig. 6(c). On receiving this CHALLOC command, node DA will record the information regarding the SP N and CN for the sub-packets to be received from SA in its channel reservation database, while any other nodes will release the temporary blockage of the corresponding channel numbers. If, however, the required number of channels are not found within a maximum time unit, say T (∆T ¿ T ), then the node SA can not start its transmission at the moment and it broadcasts a Channel Release M essage (CRM ) signal of the form as shown in Fig. 6(d), to all of its 1-distance neighbors to release temporarily blocked channels. Node SA has to try again for getting the required DN number of channels until success or the transmitter buffer becomes 0. The algorithms Sense Allocate Transmitter and Sense Allocate Receiver to be executed by the node SA and any other receiving node, respectively are described below. Algorithm 3: Sense Allocate Transmitter 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17



Input: DA, DN , M AX Output: Selected channel numbers c1 , c2 , · · · , cDN channel set = Φ; j = DN ; time = 0; while j ≥ 0 AND time ≤ T do Randomly generate a set of j distinct channel numbers c1 , c2 , · · · , cj in the range 1 to MAX such that for 1 ≤ i ≤ j, ci ∈ / channel set; for i = 1 to j do Sense channel number ci ; if channel ci idle then Form the T AM message with CN = ci ; Broadcast the T AM message to all 1-distance neighbors using the CCC; Wait up to a maximum time of ∆T to receive the reply messages with ACK or N ACK through the same channel CCC; if no N ACK received then channel set = channel set ∪ {ci }; else Send CCB with CN ; j = DN − |channel set|; time = time + 1;



18 if DN = |channel set| then 19 Broadcast CHALLOC command formed with the channel set to all 1-distance neighbors; 20 else 21 Broadcast CRM formed with the channel set to all 1-distance neighbors to release all temporarily blocked channels;



1) Performance of Channel Allocation Algorithm: Let n be the number of channels required by a node and C being the total number of channels in the whole spectrum. When



5 6 7



Input: T AM , CHALLOC Output: Select and locked data channels. /* The following code will be executed by all nodes receiving the T AM and CHALLOC messages*/ ; if T AM received with source node SA and channel number CN then if channel CN not used for receiving any message AND CN is not temporarily blocked by any other node then Update its channel usage database by temporarily marking channel number CN as being used by node SA; Transmit ACK to SA through CCC; else Transmit N ACK to SA through CCC;



8 if CHALLOC received then 9 if DA in CHALLOC = its own id then 10 Update its channel reservation database with SP N and CN values assigned from CHALLOC for each channel; 11 else 12 Update its channel usage database by releasing the temporarily blocked channel numbers indicated in CHALLOC; 13 if CRM received then 14 Update its channel usage database by releasing the temporarily blocked channel numbers indicated in CRM ;



a node SA asks for having a channel (by executing the algorithm Sense Allocate Transmitter), all nodes which are within distance 2 from SA may contend for it. Assuming that ∆ is the maximum node degree in the cognitive radio network, total number N2 of such nodes within distance 2 from a node is given by, N2 ≤ ∆ + ∆(∆ − 1) ≤ ∆2



(2)



If the actual demand of these N2 nodes is bt on an average, then the probability (p1 ) of any one channel being free can be expressed as, p1 =



C − bt C



(3)



So, the probability of success of a particular user in getting all n channels pn , where n > 1, free in one single attempt is given by, ¡C−bt ¢ (C − n)!(C − bt )! n pn = ¡C (4) ¢ = C!(C − bt − n)! n Since the n free can be chosen from the C − bt ¢ ¡ channels t free channels in C−b different n ¡ ¢ ways, while the total number of possible such choices is C n . Assuming C = 200, the plot of pn against bt is as shown in Fig. 8. It exponentially decreases with bt when n increases. Getting a free channel in exactly after k attempts is then equal to p1 (1 − p1 )k−1 . Hence, the maximum number of attempts required for getting all free channels when all channels work in parallel is given by X kp1 (1 − p1 )k−1 (5) αmax = k≥1
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Fig. 8. Probability of getting n free channels (pn ) vs. blocked channels at time t (bt )



sense if a primary user has started using his channel. Then it immediately relinquishes this channel. SA will then look for some other alternative channel which can be allocated for transmitting the corresponding data sub-packet. If this is not possible in an extreme situation with a maximum number of trials, say maxtrial, then the node SA has to abort the transmission. and The algorithms Transmit Data Packet Receive Data Packet to be executed by nodes SA and DA are presented below.
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Algorithm 5: Transmit Data Packet 1 2 3 4 5 6 7 8 9 20
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Fig. 9. Average number of attempts (αmax ) vs. blocked channels at time t (bt )



Evaluating the above sum, we get, αmax



1 C = = p1 C − bt



10 11 12 13 14 15 16 17



(6)
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Assuming C = 200 and varying bt from 0 to 150, the variation of αmax against bt looks as shown in Fig. 9. As bt increases, αmax increases at a faster rate.
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Input: DN , channel set, packet to be transmitted, maxtrial Output: Transmitted packets abort = f alse; P N = 0; while BT x = 1 AND abort = f alse do for i = 0 to DN − 1 do Form the sub-packet SSi with packet number = P N , sub packet number = i; sub packet received[i] = f alse; forall COGCHi , 0 ≤ i ≤ (DN − 1), in parallel do trial number = 1; while trial number ≤ maxtrial AND sub packet received[i] = f alse do Transmit the sub-packet SSi through the channel COGCHi ; if ACK received within the time out period ∆T then sub packet received = true; if COL received then Sense if P U uses this channel; if P U uses this channel then Look for another available channel using Algorithm 3 with appropriate input parameter values ; if a new channel number new channel is found then COGCHi = new channel; trial number = trial number + 1;
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if sub packet received = f alse then abort = true; P N = P N + 1;



IV. A LGORITHMS FOR T RANSMISSION AND R ECEPTION OF DATA When all the required DN channels are allocated to both the nodes SA and DA, the node SA starts transmission of its multimedia data following the algorithm Transmit Data Packet given below. The receiving node DA will execute the algorithm Receive Data Packet described below to receive the DN sub-packets corresponding to each packet number P N and will reconstruct the original packet from these subpackets. If a sub-packet is received correctly by DA, then an acknowledgement message (ACK) will be sent by DA back to SA. The structure of the ACK message is as shown in Fig. 10, where the T AG field is set to ’0’ for the ACK message. If a collision is encountered by DA, then DA will send a collision message (COL) of the form shown in Fig. 10, with the T AG field set to ’1’ for this COL message. During the transmission of data packets, node SA has to continuously



Algorithm 6: Receive Data Packet 1 2 3 4 5 6



Input: Received Packet from Transmitter Output: ACK, COL messages to the transmitting node SA /* to be executed by the receiving node DA */ ; forall COGCHi , 0 ≤ i ≤ (DN − 1), in parallel do if packet received correctly with packet number P N then Send ACK message to the transmitting node SA with packet number P N and sub-packet number i; if collision detected then Send COL message to the transmitting node SA with sub-packet number i and the corresponding physical channel number COGCHi ;



After successful transmission of all of its data packets, the transmitting node SA will release all the data channels used by it (by deleting the corresponding entries from its AVL tree storing the channel usage status). Also it issues a



channel release message (similar to CRM ) to the receiving node DA so as to release all data channels used by node DA for this communication. In case the node SA has to abort a transmission, it releases all the channels allocated to both SA and DA in the same way. When one or more channels used by the node DA are released, the next channel reservation request from its waiting queue is considered if that can be satisfied. However, sensing these waiting requests in a First-Come-First-Serve (F CF S) order may result in a poor utilization of the channels. Instead, some other variants of this servicing policy may be chosen to increase the channel utilization. For example, the request from a node with the minimum number of required channels from amongst those waiting for the service may be chosen. This would increase the channel utilization, but in turn, may lead to starvation (similar to Shortest-Job-First or SJF CPU scheduling in operating systems [30]) of the requests with a large value of DN . This problem of starvation may, however, be avoided by taking into account the ageing factor of the accumulated requests, resulting to an increased channel utilization with no starvation. V. C ONCLUSION We have presented a novel technique of sample division multiplexing for communicating a multimedia signal in a cognitive radio network even when the white spaces in the spectrum do not provide a contiguous bandwidth large enough for maintaining the QoS of the multimedia signal. Our technique is based on finding a set of non-contiguous white spaces whose total width will be equal to the required bandwidth of the multimedia signal. We then sub-divide the samples from the original signal in the time domain, form sub-packets with these subsets of samples and transmit these sub-packets through the set of channels so found. The algorithms for sensing and allocating the required channels from the available white spaces taking into account the presence of high-priority primary users have been presented along with the algorithms for transmitting and receiving the data packets. R EFERENCES [1] Y. Yuan, P. Bahl, R. Chandra, T. Moscibroda and Y. Wu, ”Allocating Dynamic Time-Spectrum Blocks for Cognitive Radio Networks,” Proc. MobiHoc, pp. 130– 139, 2007. [2] A. S. Kamil and I. Khider, ”Open Research issues in Cognitive Radio,” Proc. 16th Telecommunications forum TELFOR, pp. 250–253, Nov. 25-27, 2008. [3] I. F. Akyildiz, W. Y. Lee and K. R. Chowdhury: ”CRAHNs: Cognitive radio ad hoc networks,” Ad Hoc Networks vol. 7(5), pp. 810–836, 2009. [4] Y.R. Kondareddy, P. Agrawal and K. Sivalingam, ”Cognitive Radio Network Setup without a Common Control Channel,” Proc. MILCOM, pp. 17–19, Nov. 2008. [5] C. Xin, and X. Cao, ”A cognitive radio network architecture without control channel,” Proc. 28th IEEE Conference on Global Telecommunications, IEEE Press, pp. 796–801, 2009.
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