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Variables of Interest?



One Variable



Both Continuous



More than Two Variables



Two Variables One Continuous, One Categorical



ANOVA



Both Categorical Only interested in Presence of association



Multiple Linear Regression (dependent=continuous)



Multiple Logistic Regression & MH Methods



Interested in Magnitude of Association



(dependent=categorical)



Chi-Square Test



Logistic Regression



Fisher’s Exact Test



Contingency Table Methods (MH)
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Last Week…



Counts and Proportions ƒ Binary = Dichotomous ƒ Mutually exclusive endpoints ƒ ƒ ƒ ƒ



Disease vs. No disease Success vs. Failure Win vs. Loss Heads vs. Tails



ƒ Covered one and two sample tests of proportions for one variable ƒ Both Exact and Normal approx methods
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Tonight…



Relationships between Binary (and Categorical) Variables 1.



Is there an association between categorical variables? ƒ



2.



What is the magnitude and direction of this association? ƒ



3.



Chi-square & Fisher’s Exact Tests



Odds Ratios



Are there any confounding variables or effect modifiers? ƒ



Mantel-Haenszal methods and Logistic Regression



© Scott Evans, Ph.D. and Lynne Peeples, M.S.



4



2



Introduction to Biostatistics, Harvard Extension School



Contingency Tables ƒ We are often interested in determining whether there is an association between two categorical variables ƒ Note that association does not necessarily imply causality



ƒ In these cases, data may be represented in a two-dimensional table © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Contingency Tables Smoking



Lung Cancer



Smoker



Nonsmoker



Yes



a



c



No



b



d
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Contingency Tables ƒ The categorical variables can have more than two levels ƒ The variables may also be ordinal, however this requires more advanced methods ƒ For now, we consider the case in which both variables are nominal
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Contingency Table Example: Bike Helmets



ƒ



Consider the following data:



Wearing Helmet Head Injury



ƒ



Yes



No



Total



Yes



17



218



235



No



130



428



558



Total



147



646



793



If we want to test whether the proportion of unprotected cyclists that have serious head injuries is higher than that of protected cyclists, we can carry out a test of hypothesis involving the two proportions p1 =17/147=0.115, and p2=218/646=0.337 © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Contingency Table Example: Bike Helmets



Two-sample test of proportion



x: Number of obs = 147 y: Number of obs = 646 -----------------------------------------------------------------------------Variable | Mean Std. Err. z P>|z| [95% Conf. Interval] ---------+-------------------------------------------------------------------x | .115 .0263125 4.37055 0.0000 .0634285 .1665715 y | .337 .0185975 18.1207 0.0000 .3005495 .3734505 ---------+-------------------------------------------------------------------diff | -.222 .0417089 5.3226 0.0000 -.303748 -.140252 -----------------------------------------------------------------------------Ho: proportion(x) - proportion(y) = diff = 0 Ha: diff < 0 z = -5.323 P < z = 0.0000



ƒ



Ha: diff ~= 0 z = -5.323 P > |z| = 0.0000



Ha: diff > 0 z = -5.323 P > z = 1.0000



P= 55 χ12;0.05 5 4 3 2 1 0



0



1



2



3



4 3.84



5



6
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MH Test of Homogeneity: Coffee & Smoking Example



ƒ



Back to our smoking example:



,011)(77) = 2.46 . Thus, y1=ln(OR1)=ln(2.46)=0.900. Among smokers, OR1 = (1(390 )(81)



)(123) =1.96 . Thus, y2=ln(OR2)=ln(1.96)=0.673. Among non-smokers, OR2 = ((383 365)(66)



The weights are w1 =



1 1 1 1 1 + + + 1,011 390 81 77



= 34.62 and w2 =



1 1 1 1 1 + + + 383 365 66 123



= 34.93 . The common



odds ratio is Y=0.786. From the expression of the test for homogeneity that we just described, we have 2



X 2 = ∑ wi ( yi − Y )2 = w1( y1 −Y )2 + w2 ( y2 − Y )2 i =1



= (34.62)(0.900 − 0.786)2 + (34.93)(0.673 − 0.786)2 = 0.896 © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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MH Test of Homogeneity: Coffee & Smoking Example



By the rejection rule, 0.896 is not larger than any usual critical value (as seen in the Appendix) Thus, we do not reject the null hypothesis. No evidence for heterogeneity It is appropriate to proceed with a combined, stratified analysis



ƒ



ƒ ƒ



© Scott Evans, Ph.D. and Lynne Peeples, M.S.



57



Introduction to Biostatistics, Harvard Extension School



Combined OR:



Coffee & Smoking Example ƒ



The Summary Odds Ratio is a weighted average of the odds ratios for the g separate strata: Exposed g



ORˆ =



∑(a d i =1 g



i



i



/ Ti )



∑(b c / T ) i =1



i i



Disease No disease Total



Unexposed



Total



bi



N1i



ci



di



N2i



M1i



M2i



Ti



ai



i



(1011)(77) / 1559+ (383)(123) / 937 = = 2.18 (390)(81) / 1559+ (365)(66) / 937 ƒ



So, after adjusting for smoking status, those who drink coffee have 2.18 times greater odds of experiencing nonfatal myocardial infarction compared to those who don’t drink coffee © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Combined OR:



Confidence Interval ƒ



The confidence intervals of the overall ratio are constructed similarly to the one-sample case ƒ ƒ



The only difference is the estimate of the overall odds ratio, and its associated standard error In general a (1-α)% confidence interval based on the standard normal distribution is constructed as follows: ⎛ ⎜ ⎝



where before.



Y − zα 2se(Y ),Y + zα 2se(Y )⎞⎟ ⎠



1 wy se(Y ) = Y =∑ ∑ w , and ∑ig=1 wi , and the wi are defined as 2 i =1 i i 2 i =1 i
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Combined OR:



Confidence Interval ƒ Since Y=ln(OR), the (1-α)% confidence interval of the common odds ratio is: ⎛ Y − zα 2se(Y ) Y + zα 2se(Y ) ⎞ ⎜ ⎟ , ⎜ ⎟ ⎝ ⎠



e



e
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Combined OR:



Coffee & Smoking Example CI ƒ



In the previous example, a 95% confidence interval is: ⎛ 0.786 − (1.96)(0.120) ⎜ ⎝



e



ƒ



ƒ



,e0.786+ (1.96)(0.120) ⎞⎟⎠ = ⎛⎜⎝ e0.551,e1.021 ⎞⎟⎠ = (1.73,2.78)



Thus, at the 95% level of significance, coffee drinkers have from 73% higher risk for developing MI, to almost triple the risk, compared to non-coffee drinkers Since this interval does not contain 1, this confidence interval implies that we should reject the null hypothesis of no (overall) association
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Mantel-Haenszel (MH) Test ƒ Finally, we test whether this summary odds ratio is equal to 1 ƒ The Mantel-Haenszel test is based on the chisquare distribution and the simple idea that if there is no association between “exposure” and “disease”, then the number of exposed individuals ai contracting the disease should not be too different from:



mi =



M i Ni Ti
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Mantel-Haenszel (MH) Test mi =



M i Ni Ti



Exposed



Unexposed



Total



Disease



ai



bi



N1i



No disease



ci



di



N2i



M1i



M2i



Ti



Total
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Mantel-Haenszel (MH) Test ƒ To see this, one must recall that under independence, the probability



P( A ∩ B) = P( A)P(B) ƒ If A=“Subject has the disease”, and B=“Subject is exposed” then P( A ∩ B) =



ai ⇒ ai = Ti P( A ∩ B) Ti
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Mantel-Haenszel (MH) Test ƒ Thus, under the assumption of independence (no association), ⎛



⎞⎛



⎞



ai = Ti P( A ∩ B) = Ti P( A)P(B) = Ti ⎜⎜ MT i ⎟⎟⎜⎜ NT i ⎟⎟ = MTi Ni ⎝ i ⎠⎝ i ⎠



i



ƒ A less obvious estimate of the variance of ai is:



σi =



M1i M 2i N1i N 2i Ti2 (Ti −1)
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Mantel-Haenszel (MH) Test ƒ The Mantel Haenszel test is constructed as follows: 1. Ho: OR=1 2. Ha: OR ≠ 1 (only two-sided alternatives can be accommodated by the chi-square test) ⎡ ⎢



2 =⎣ 3. The test statistic is X MH



∑ig=1 ai − ∑ig=1 mi ⎤⎥⎦



2



∑ig=1σ i



2



,



2 2 4. Rejection rule: Reject Ho if X MH > χ1;α .
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MH Methods:



Coffee & Smoking Example ƒ In the above example, a1=1,011, m1 = 981.3, σ21=29.81, a2=383, m2=358.4, σ22=37.69 ƒ Thus, 2 2 ⎡⎛ ⎞ ⎛ ⎞⎤ 2 ⎡ 2 ⎤ ⎢



χ2MH = ⎣



∑i =1ai − ∑i =1mi ⎥⎦ ⎢⎣⎜⎝ a1 + a2 ⎟⎠ − ⎜⎝ m1 + m2 ⎟⎠⎥⎦ = 2 σ12 + σ22 ∑i2=1σi 2



⎡⎛1,011+ 383⎞ − ⎛ 981.3 + 358.4 ⎞⎤ ⎟ ⎜ ⎟⎥ ⎢⎜ ⎠ ⎝ ⎠⎦ = ⎣⎝ = 43.68 29.81+ 37.69



ƒ



Since 43.68 is much larger than 3.84 the 5% tail of the chisquare distribution with 1 degree of freedom, we reject the null hypothesis ƒ It seems that coffee consumption has a significant effect on the risk of M.I. across smokers and non-smokers © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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MH Methods:



Coffee & Smoking Example STATA Output:



ƒ



smoke | OR [95% Conf. Interval] M-H Weight -----------------+------------------------------------------------Smoker | 2.464292 1.767987 3.434895 20.26299 (Cornfield) Non-smok | 1.955542 1.404741 2.722139 25.70971 (Cornfield) -----------------+------------------------------------------------Crude | 2.512051 1.995313 3.162595 (Cornfield) M-H combined | 2.179779 1.721225 2.760499 -----------------+------------------------------------------------Test for heterogeneity (M-H) chi2(1) = 0.933 Pr>chi2 = 0.3342 Test that combined OR = 1: Mantel-Haenszel chi2(1) = Pr>chi2 =



ƒ ƒ



43.58 0.0000



Test of Homogeneity: p=0.334 (Note STATA chi-sq=0.933, slightly higher than our hand calculation of 0.896) M-H OR Test: p0.05 We do not reject the hypothesis of homogeneity in the two groups.



© Scott Evans, Ph.D. and Lynne Peeples, M.S.



69



Introduction to Biostatistics, Harvard Extension School



MH Methods Summary:



Coffee & Smoking Example 3 a. Since the assumption of homogeneity was not rejected (p=0.334) we performed an overall (combined) analysis ƒ



ƒ



From this analysis, the hypothesis of no association between coffee consumption and myocardial infarction is rejected (M-H p-value < 0.0001) Since this is the case, by inspection of the combined Mantel-Haenszel estimate of the odds-ratio (2.18) we see that the risk of coffee drinkers (adjusting for smoking status) is over twice as high as that of noncoffee drinkers
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One More OR Example: Low Birth Weight



ƒ



Low Birth Weight by Smoking Status, stratified by Race: ƒ



WHITE



ƒ



BLACK



ƒ



OTHER



Low B-Wt Yes No Total



Smoke Yes No 19 4 33 40 52 44



Total 23 73 96



Low B-Wt Yes No Total



Smoke Yes No 6 5 4 11 10 16



Total 11 15 26



Low B-Wt Yes No Total



Smoke Yes No 5 20 7 35 12 55



Total 25 42 67



OR = 19(40)/4(33) = 760/132 = 5.76



OR = 6(11)/5(4) = 66/20 = 3.30 OR = 5(35)/20(7) = 175/140 = 1.25
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One More OR Example: Low Birth Weight



ƒ We now have three groups, so using a chisquared distribution with g-1=2 degrees of freedom we perform the test of homogeneity ƒ X2H = 3.017 Æ p=0.221



ƒ Despite apparent differences in odds ratios between strata, they are within sampling variability of one another ƒ Thus we can perform combined analyses ƒ M-H Odd Ratio Estimate = 3.09
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Logistic Regression ƒ



Extends MH methods to include multiple variables ƒ



ƒ ƒ ƒ



Independent variables can include both continuous and categorical founders and exposures



Allows us to calculate OR estimates and probabilities Use to predict dichotomous outcomes Why can’t we simply use linear regression…? © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Logistic Regression • Outcomes all y=1 or y=0



y 1



0 x © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Logistic Regression Estimated value of p



• Estimated values of P(Y=1)



1



pˆ



• Linear model not appropriate! • Predicted probabilities must stay between 0 and 1



0 x © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Logistic Regression



Y (log odds)



• ln(ODDS)



⎛ pˆ ⎞ ˆ ⎟⎟ = β 0 + βˆ1 x logit ( pˆ ) = ln⎜⎜ ⎝ 1 − pˆ ⎠



• Transformed to linear model!



x © Scott Evans, Ph.D. and Lynne Peeples, M.S.



76



38



Introduction to Biostatistics, Harvard Extension School



Logistic Regression ƒ



Assumptions 1. Responses are Bernoulli 2. Parameters are linear on logit scale: ⎛ p ⎞ ⎟⎟ = β 0 + β 1 x logit ( p) = ln(ODDS ) = ln⎜⎜ ⎝1− p ⎠ ƒ



Where p =P(Y=1)
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Logistic Regression ƒ



We can solve for p, proportion of times that the response variable, Y, takes on the value 1:



⎛ p ⎞ ⎟⎟ = β 0 + β1 x logit ( p ) = ln⎜⎜ ⎝1− p ⎠ p Odds = = exp( β 0 + β 1 x) 1− p exp( β 0 + β1 x) p= 1 + exp( β 0 + β 1 x) © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Logistic Regression ⎛ p ⎞ ⎟⎟ = β 0 + β1 x logit ( p) = ln⎜⎜ ⎝1− p ⎠



ƒ



Apply simple linear regression techniques, just interpret differently… ƒ ƒ ƒ ƒ



β0= log(odds when x=0) e β0= Odds Ratio (when x=0) β1= log(odds ratio) = log(odds in group 1) – log(odds in group 0) β1 e = Odds Ratio (between group 1 and group 0) © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Logistic Regression ƒ Hypertension Example ƒ Study of the relationship between blood pressure and blood lead levels ƒ Hypert=1 for hypertensive and 0 otherwise ƒ Sex=1 for males and 0 for females ƒ Lead=1 for high blood lead levels and 0 for low blood lead levels
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Logistic Regression ƒ Hypertension Example ƒ Test of high vs. low blood lead levels ƒ .logistic hypert lead Logit estimates Log likelihood = -134.51968 ---------+---------------------------------------------------------Hypert | Odds Ratio Std. Err. Z P>|z| [95% Conf. Interval] ---------+---------------------------------------------------------lead | 3.219829 1.293696 2.91 0.004 1.464968 7.076807
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Multiple Logistic Regression ƒ



Extend simple logistic regression to include more than two variables. ƒ



Both categorical and continuous predictors ⎛ pˆ ⎞ ˆ ⎟⎟ = β 0 + βˆ1 x1 + βˆ 2 x 2 + βˆ3 x3 + ... + βˆ k x k logit ( pˆ ) = ln⎜⎜ ⎝ 1 − pˆ ⎠



ƒ



Parallels methods for multiple linear regression ƒ Can estimate the effect of each variable while controlling for the effects of other (potentially confounding) variables in the model ƒ ƒ



Indicator variables Interaction terms © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Multiple Logistic Regression ƒ Hypertension Example cont. ƒ Now include both lead and sex in model: ƒ .logistic hypert sex lead



Logit estimates Log likelihood = -132.8521 ---------+---------------------------------------------------------Hypert | Odds Ratio Std. Err. Z P>|z| [95% Conf. Interval] ---------+---------------------------------------------------------Sex | 2.214515 1.009908 1.74 0.081 .9059335 5.413284 lead | 2.636682 1.092979 2.34 0.019 1.170068 5.941617 © Scott Evans, Ph.D. and Lynne Peeples, M.S.
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Variables of Interest?



One Variable



Both Continuous



More than Two Variables



Two Variables One Continuous, One Categorical



ANOVA



Both Categorical Only interested in Presence of association



Multiple Linear Regression (Continuous Outcome)



Multiple Logistic Regression & MH Methods (Categorical Outcome)



Interested in Magnitude of Association



Chi-Square Test



Logistic Regression



Fisher’s Exact Test



Contingency Table Methods (MH)
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