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Generalized linear models



Generalize regular regression to non-normal data {(Yi , xi )}ni=1 , most often Bernoulli or Poisson Yi . The general theory of GLMs has been developed to outcomes in the exponential family (normal, gamma, Poisson, binomial, negative binomial, ordinal/nominal multinomial). The ith mean is µi = E (Yi ) The ith linear predictor is ηi = β0 + β1 xi1 + · · · + βk xik = x0i β. A GLM relates the mean to the linear predictor through a link function g (·): g (µi ) = ηi = x0i β.
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14.1, 14.2 Binary response regression



Let Yi ∼ Bern(πi ). Yi might indicate the presence/absence of a disease, whether O-rings on the Challenger will fail, etc. (pp. 555-556). We wish to relate the probability of “success” πi to explanatory covariates xi = (1, xi1 , . . . , xik ). Yi ∼ Bern(πi ), implying E (Yi ) = πi and var(Yi ) = πi (1 − πi ).
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Identity link g (µ) = µ



The identity link gives πi = β 0 xi . When xi = (1, xi )0 , this reduces to Yi ∼ Bern(β0 + β1 xi ). When xi is large or small, πi can be less than zero or greater than one. The identity like is appropriate for a restricted range of xi values. It can of course be extended to πi = β 0 xi where xi = (1, xi1 , . . . , xik ). This model can be fit in SAS proc genmod.
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Individual Bernoulli vs. aggregated binomial



Data can be stored in one of two ways: If each subject has their own individual binary outcome Yi , we can write model y=x1 x2 in proc genmod or proc logistic. If data are grouped, so that there are Y·j successes out of nj with covariate xj , j = 1, . . . , c, then write model y/n=x1 x2. This method is sometimes used to reduce a very large number of individuals n to a small number of distinct covariates c; it is essentially a product binomial model.
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Association between snoring and heart disease From Agresti (2013). Let s be someone’s snoring score, s ∈ {0, 2, 4, 5}. Snoring Never Occasionally Nearly every night Every night



s 0 2 4 5



Heart disease yes no 24 1355 35 603 21 192 30 224



Proportion yes 0.017 0.055 0.099 0.118



This is fit in proc genmod: data glm; input snoring disease total @@; datalines; 0 24 1379 2 35 638 4 21 213 5 30 254 ; proc genmod data=glm; model disease/total = snoring / dist=bin link=identity; run;
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Extracting useful inferences



The fitted model is π ˆ (s) = 0.0172 + 0.0198s. For every unit increase in snoring score s, the probability of heart disease increases by about 2%. The p-values test H0 : β0 = 0 and H0 : β1 = 0. The latter is more interesting and we reject at the α = 0.001 level. The probability of heart disease is strongly, linearly related to the snoring score. ˆ instead of b We’ll denote the maximum likelihood estimates by β in this chapter. Both PROC LOGISTIC and PROC GENMOD give MLEs.
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14.2, 14.3 Logistic regression



Often a fixed change in x has less impact when π(x) is near zero or one. Example: Let π(x) be probability of getting an A in a statistics class and x is the number of hours a week you work on homework. When x = 0, increasing x by 1 will change your (very small) probability of an A very little. When x = 4, adding an hour will change your probability quite a bit. When x = 20, that additional hour probably won’t improve your chances of getting an A much. You were at essentially π(x) ≈ 1 at x = 10. Of course, this is a mean model. Individuals will vary.
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Logit link and logistic regression The most widely used nonlinear function to model probabilities is the logit link:   πi logit(πi ) = log = β0 + β1 xi . 1 − πi Solving for πi and then dropping the subscripts we get the probability of success (Y = 1) as a function of x: π(x) =



exp(β0 + β1 x) = [1 + exp(−β0 − β1 x)]−1 . 1 + exp(β0 + β1 x)



When β1 > 0 the function increases from 0 to 1; when β1 < 0 it decreases. When β = 0 the function is constant for all values of x and Y is unrelated to x. The logistic function is logit−1 (x) = e x /(1 + e x ). 9 / 62
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Logistic curves π(x) = e β0 +β1 x /(1 + e β0 +β1 x ) with (β0 , β1 ) = (0, 1), (1, 1), (0, 2), (−3, −2). What about (β0 , β1 ) = (log 2, 0)? 10 / 62



Logistic regression on snoring data



To fit the snoring data to the logistic regression model we use the same SAS code as before (proc genmod), except we specify LINK=LOGIT (or drop the LINK option, since LOGIT is the default) and obtain b0 = −3.87 and b1 = 0.40 as maximum likelihood estimates. proc genmod data=glm; *We dropped DIST=BIN too, though it’s better practice to include it; model disease/total = snoring; run;
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Logistic output



You can also use proc logistic to fit binary regression models. proc logistic data=glm; model disease/total = snoring; run;



exp(−3.87+0.40x) The fitted model is π ˆ (x) = 1+exp(−3.87+0.40x) . As before, we reject H0 : β1 = 0; there is a strong, positive association between snoring score and developing heart disease.
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Crab mating (Agresti, 2013) Data on n = 173 female horseshoe crabs. C = color (1,2,3,4=light medium, medium, dark medium, dark). S = posterior(?) spine condition (1,2,3=both good, one worn or broken, both worn or broken). W = carapace width (cm). Wt = weight (kg). Sa = number of satellites (additional male crabs besides her nest-mate husband) nearby. We are initially interested in the probability that a female horseshoe crab has one or more satellites (Yi = 1) as a function of carapace width.
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Horseshoe Crab facts



Horseshoe crabs aren’t that closely related to crabs. Their mass spawning events (e.g., at Delaware Bay in DE and NJ) attract thousands of shorebirds, including the threatened Red Knot These events also attract(ed) commercial fishermen (eel and conch fisheries), fertilizer companies (no longer), and the biomedical industry (unique antibacterial properties of their blue blood) Exploitation of horseshoe crabs has greatly affected migrating shorebirds as well (see Red Knot above).
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Horseshoe Crab spawning



(a) Horseshoe Crab spawning event (b) Female Horseshoe Crab with mate and satellite males
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Shorebirds Feeding



(c) Shore birds feeding on horseshoe (d) Red Knot with tag B95–the crab eggs so-called Moon Bird–has migrated over a quarter-million miles since first tagged in 1995
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Crab data in SAS



data crabs; weight=weight/1000; color=color-1; *Convert satellite to a binary variable rather than a count; y=0; if satell>0 then y=1; id=_n_; run; proc logistic data=crabs; model y(event=’1’)=width / link=logit; run;



event=’1’ tells SAS to model πi = P(Yi = 1) rather than πi = P(Yi = 0). The default link is logit (giving logistic regression) – I specify it here anyway for transparency.
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14.3 Model interpretation For simple logistic regression  Yi ∼ Bern



e β0 +β1 xi 1 + e β0 +β1 xi



 .



An odds ratio: let’s look at how the odds of success changes when we increase x by one unit: h β +β x+β i h i 1 e 0 1 1 / π(x + 1)/[1 − π(x + 1)] 1+e β0 +β1 x+β1 1+e β0 +β1 x+β1 h β +β x i h i = 0 1 e 1 π(x)/[1 − π(x)] / =



1+e β0 +β1 x e β0 +β1 x+β1



e β0 +β1 x



1+e β0 +β1 x



= e β1 .



When we increase x by one unit, the odds of an event occurring increases by a factor of e β1 , regardless of the value of x. 18 / 62



Horseshoe crab data



Let’s look at Yi = 1 if a female crab has one or more satellites, and Yi = 0 if not. So π(x) =



e β0 +β1 x , 1 + e β0 +β1 x



is the probability of a female having more than her nest-mate around as a function of her width x. From SAS’s output we obtain a table with estimates βˆ0 and βˆ1 as well as standard errors, χ2 test stattistics, and p-values that H0 : β0 = 0 and H0 : β1 = 0. We also obtain an estimate of the odds ratio e b1 and a 95% CI for e β1 .
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SAS output Parameter Intercept width



DF 1 1



Estimate -12.3508 0.4972



Standard Error 2.6287 0.1017



Wald Chi-Square 22.0749 23.8872



Pr > ChiSq ChiSq ChiSq 0.0973 0.1265 0.2681
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Continuing... We do not reject that we can drop weight from the model, and so we do (What happened to width?!): Testing Global Null Hypothesis: BETA=0 Test Likelihood Ratio Score Wald



Chi-Square 38.3015 34.3384 27.6788



DF 4 4 4



Pr > ChiSq 0.3 or r>3 or r 0.5, then Yˆx = 1; else Yˆx = 0. We can create a 2-way table of Yˆx vs. Yx for any given threshold value of π ˆx and readily visualize two types of classification errors: ˆ Yx = 1 when Yx = 0, and Yˆx = 0 when Yx = 1. A best classification rule would minimize the sum of these classification errors.
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Prediction rules–Example



Snoring Data (Agresti 2013) Snoring (x) 0 2 4 5



Yx = 0 1355 603 192 224



Yx = 1 24 35 21 30



π ˆx 0.0205 0.0443 0.0931 0.1324
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Prediction rules–Example Assume our threshold is 0.0205. Then if π ˆx > 0.0205, Yˆx = 1; else ˆ Yx = 0. Yˆx = 0 Yˆx = 1



Yx = 0 1355 603+192+224=1019 2374



Yx = 1 24 35+21+30=86 110



1379 1105



From the table, we can compute ˆ Yˆx = 0|Yx = 1) = 24 = 0.218 = 1 − P( ˆ Yˆx = 1|Yx = 1) P( 110 ˆ Yˆx = 1|Yx = 0) = 1019 = 0.429 = 1 − P( ˆ Yˆx = 0|Yx = 0) P( 2374 56 / 62



ROC Curve



ROC (Receiver Operating Characteristic) curves are created by plotting the sensitivity (P(Yˆx = 1|Yx = 1)) versus 1-specificity (1 − P(Yˆx = 0|Yx = 0)) over ordered unique values of π ˆx . Often, an optimal choice of x for classifying responses is found by observing the first point on the ROC curve that touches a line with slope 1 as the line’s y-intercept decreases from 1. The area under the ROC curve is a measure of the model’s predictive power. In our example, only one classifier has good sensitivity, but its specificity is poor. All the other classifiers have good specificity, but poor sensitivity.



57 / 62



Fitting logistic regression models (pp. 564–565) The data are (xj , Y·j ) for j = 1, . . . , c. The model is ! 0 e β xj . Y·j ∼ bin nj , 0 1 + e β xj The pmf of Y·j in terms of β is  p(yj ; β) =



nj y·j



"



0



e β xj 0 1 + e β xj



#y·j "



0



e β xj 1− 0 1 + e β xj



#nj −y·j .



The likelihood is the product of all N of these and the log-likelihood simplifies to " !# p p c c X X X X L(β) = βk y·j xjk − log 1 + exp βk xjk +constant. k=1



j=1



j=1



k=1
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Inference The likelihood (or score) equations are obtained by taking partial derivatives of L(β) with respect to elements of β and setting equal ˆ see the following to zero. Newton-Raphson is used to get β, optional slides if interested. ˆ has ij th element The inverse of the covariance of β N



−



∂ 2 L(β) X = xsi xsj ns πs (1 − πs ), ∂βi ∂βj s=1



0



e β xs 1+e β0 xs



ˆ is c β) . The estimated covariance matrix cov( ˆ This can be rewritten obtained by replacing β with β. where πs =



ˆ = {X0 diag[nj π c β) cov( ˆj (1 − π ˆj )]X}−1 .
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How to get the estimates? (Optional...) Newton-Raphson in one dimension: Say we want to find where f (x) = 0 for differentiable f (x). Let x0 be such that f (x0 ) = 0. Taylor’s theorem tells us f (x0 ) ≈ f (x) + f 0 (x)(x0 − x). Plugging in f (x0 ) = 0 and solving for x0 we get xˆ0 = x − ff 0(x) (x) . Starting at an x near x0 , xˆ0 should be closer to x0 than x was. Let’s iterate this idea t times: x (t+1) = x (t) −



f (x (t) ) . f 0 (x (t) )



Eventually, if things go right, x (t) should be close to x0 .
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Higher dimensions If f(x) : Rp → Rp , the idea works the same, but in vector/matrix terms. Start with an initial guess x(0) and iterate x(t+1) = x(t) − [Df(x(t) )]−1 f(x(t) ). If things are “done right,” then this should converge to x0 such that f(x0 ) = 0. We are interested in solving DL(β) = 0 (the score, or likelihood equations!) where   DL(β) =  



∂L(β) ∂β1



.. .



∂L(β) ∂βp











   and D 2 L(β) =   



∂L(β) ∂β12



∂L(β) ∂β1 ∂βp



.. .



··· .. .



∂L(β) ∂βp ∂β1



···



∂L(β) ∂βp2



.. .



  . 
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Newton-Raphson So for us, we start with β (0) (maybe through a MOM or least squares estimate) and iterate β (t+1) = β (t) − [D 2 L(β)(β (t) )]−1 DL(β (t) ). The process is typically stopped when |β (t+1) − β (t) | < . Newton-Raphson uses D 2 L(β) as is, with the y plugged in. Fisher scoring instead uses E {D 2 L(β)}, with expectation taken over Y, which is not a function of the observed y, but harder to get. The latter approach is harder to implement, but conveniently ˆ ≈ [−E {D 2 L(β)}]−1 evaluated at β ˆ when the c β) yields cov( process is done.
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