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Camera Sensor Model for Visual SLAM Jing Wu Department of Computing Science, University of Alberta, Edmonton, Canada [email protected] Abstract In this paper, we present a technique for the construction of a camera sensor model for visual SLAM. The proposed method is an extension of the general camera calibration procedure and requires the camera to observe a planar checkerboard pattern shown at different orientations. By iteratively placing the pattern at different distances from the camera, we can find a relationship between the measurement noise covariance matrix and the range. We conclude that the error distribution of a camera sensor follows a Gaussian distribution, based on the Geary’s test, and the magnitude of the error variance is linearly related to the range between the camera and the features being observed. Our sensor model can potentially benefit visual SLAM algorithms by varying its measurement noise covariance matrix with range.



1 Introduction Simultaneous Localization and Mapping (SLAM) is a critical component of fully autonomous robot systems. The problem of SLAM can be described as follows: a mobile robot travels around without knowledge of the environment or its position. Using a set of sensor measurements, the robot incrementally builds a map of its environment while simultaneously estimating its position. Many SLAM solutions have been developed that require the robot to be equipped with a sensor that provides both range and bearing information [11], [6], [5], [7]. Recently, bearing-only SLAM using camera sensors has become an active research field due to its many benefits over range-bearing sensors [10], [4]. A camera is inexpensive, light and easily integrated into an embedded system for robot navigation. Three dimensional information about landmarks can be recovered by processing multiple two dimensional images. Lastly, many well-known algorithms in computer vision can be used to solve feature detection and



Hong Zhang Department of Computing Science, University of Alberta, Edmonton, Canada [email protected] data association problems in SLAM algorithms, which can be challenging with a laser range finder or a sonar sensor. SLAM algorithms require a sensor model that describes a robot’s expected observation given its position. Much work has been done in camera calibration [15], [9], [12] for establishing a deterministic sensor model, but such a model is insufficient for SLAM. Previous research in visual SLAM 1 has used sensor models that are either adhoc or not based on the physics of the sensor. Davison’s work on SLAM using a single camera, for example, assumed a Gaussian noise sensor model whose covariance is determined by the image resolution [3]. However, detailed information was not provided regarding how the measurement noise covariance was calculated. Zucchelli and Kosecka [16] discussed how to propagate the uncertainty of a camera’s intrinsic parameters into a covariance matrix that characterizes the noisy feature positions in the 3D space. However, this still needs to be further propagated into the image space in order for it to be useful for visual SLAM. Modeling the uncertainty of a sensor is important for optimization of the performance of general SLAM algorithms. Welch and Bishop [14] showed that the performance of the Kalman filter is sensitive to the accuracy of the sensor noise model. We will use simulation [1] to confirm this observation in the case of the FastSLAM algorithm in Section 2. The focus of this paper is on how to model the sensor uncertainty and build the probabilistic component of a camera model. Given the deterministic component of a camera model, which consists of a set of intrinsic parameters after camera calibration, we use it to obtain reprojection errors. The errors are then found to fit a bivariate Gaussian distribution, and the measurement noise covariance can be calculated when the features are at various distances from the camera. The rest of this paper is arranged as follows. In the next section, a problem definition of a sensor model and the sensitivity of the measurement noise covariance in general SLAM algorithms are discussed. Then, a method to 1 By



visual SLAM, we mean monocular visual SLAM.



build a probabilistic camera model is described. Experimental setup and results are presented in Section 4. Finally, discussion and future work are shown in Section 5.



2 Problem Definition 2.1 Sensor Model In this paper, we define the robot pose as xp = [xv , yv , zv , ψ, θ, φ]T (3D position and orientation) and the 3D locations of the landmarks, which are observed in the environment, as mi , i = 1, 2, ..., n. The system state at time t is represented as xt = [xp , m1 , m2 , m3 , ..., mn ]T



(1)



A SLAM algorithm recursively estimates the state from a sequence of noisy sensor observations z(1 : t) and inputs u(1 : t). Since the robot state, system input, and observations are all subject to noise, there is uncertainty in the state estimate. This uncertainty is represented by a probabilistic distribution over xt , p(xt |zt ). Within each update period, a SLAM algorithm works in two steps: state prediction and measurement correction. With the arrival of a sensor measurement zt , the predicted system state is corrected by the Bayes rule, p(xt |zt ) ∝ p(zt |xt )p(xˆt )



(2)



where the prior p(xˆt ) is the proposal distribution from the prediction step, and p(zt |xt ) is the measurement model (sensor model), describing the likelihood of making observation zt given the state xt . A measurement zt is related to the current state xt and measurement noise vt by an observation function: zt = h(xt ) + vt



(3)



For visual SLAM, let Xc = [xc , yc , zc ]T be a 3D landmark position in the camera reference frame. The landmark is reprojected to the image plane by  xc      f x zc u cc1 2 + (1 + k1 r ) h(xt ) = = cc2 v fy yzcc



where



r2 = ( xzcc )2 + ( yzcc )2



(4) (5)



where fx and fy are the focal length in the horizontal and vertical directions respectively, cc1 and cc2 are x and y coordinates of the principal point, and k1 is the radial distortion coefficient. The camera intrinsic parameters [fx , fy , cc1 , cc2 , k1 ]T can be estimated via camera calibration. A sensor model for visual SLAM consists of the deterministic component h(xt ) and the uncertain component vt .



2.2 Sensitivity of SLAM algorithms to the sensor model A sensor model requires the probability density function of the sensor noise vt . How sensitive is a SLAM algorithm to the accuracy of the sensor model? In the EKF framework, the difference between the actual observation and the estimated observation is called the measurement innovation or residual. The following simulation experiments examine the influences of the accuracy of R on the performance of the SLAM algorithm. We use a FastSLAM 2.0 simulator with the simulation parameters in Table 1. The sensor model is assumed to be known and both an accurate sensor model and two inaccurate sensor models are used to run a SLAM algorithm. By adjusting the covariance matrix R, we compare the performance of SLAM algorithms based on the errors of the robot position and the errors of the landmark positions.



Table 1. FastSLAM 2.0 Simulation Parameters Number of Particles



M = 100



Control Time-step



4 tc = 0.025 s



Robot Velocity



V = 3 m/s



Velocity Noise



σV =0.5 m/s



Turn Rate Noise



σω = (5.0π)/180



Measurement Time-step



4 to = 0.2 s



Measurement noise covariance



R=



δr2



0



0



δb2



!



Figures 1, 2 and 3 display the simulation results with different measurement noise covariance matrix R = diag(0.052, (0.5π/180)2), diag(0.12, (1π/180)2 ) and diag(0.62, (6π/180)2), respectively, with diag(0.12, (1π/180)2 ) being the accurate sensor noise model. In each figure, the stars represent the landmark positions while the star line represents the robot’s true path. The points refer to the estimated landmark positions while the solid line shows the estimated robot path. As we can see, Table 2 shows that an accurate model of the measurement noise (Figure 2) gives better performance than inaccurate measurement noise models (Figures 1 and 3) in terms of the accuracy of the estimations. In fact, if the measurement noise model severely overestimate or underestimate the actual sensor noise, the SLAM algorithm will diverge and fail to track the robot.
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Figure 1. The environment used in simulation experiments. Both x and y axes are in meters. The stars denote the true landmark locations. The dots are the particle estimates for landmark locations. The star line is the true robot path, and the solid line is the mean estimate of the robot trajectory. Measurement noise matrix R = diag(0.052, (0.5π/180)2 ).
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Figure 3. The environment used in simulation experiments. Both x and y axes are in meters. The stars denote the true landmark locations. The dots are the particle estimates for landmark locations. The star line is the true robot path, and the solid line is the mean estimate of the robot trajectory. Measurement noise matrix R = diag(0.62 , (6π/180)2 ).



Table 2. FastSLAM 2.0 Simulation Results: accumulative error of the robot path over 8225 steps



80 60 40 20



Sensor models



0
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Figure 2. The environment used in simulation experiments. Both x and y axes are in meters. The stars denote the true landmark locations. The dots are the particle estimates for landmark locations. The star line is the true robot path, and the solid line is the mean estimate of the robot trajectory. Measurement noise matrix R = diag(0.12 , (1π/180)2).



3 Algorithm for Building the Sensor Model The probabilistic sensor model in this paper considers the process of measuring features already in a SLAM map.



11.141 × 104 m 4.344 × 104 m 9.095 × 104 m



In the EKF-based SLAM methods, S is the covariance of the innovation, which is the difference between the observation and the estimated observation, given by: S = H Pˆ (t)H T + R



(6)



where, H is the Jacobian of h(xt ) with respect to xt , Pˆ (t) is the state covariance matrix, and H Pˆ (t)H T considers the effect of the motion model and the system state. In order to calculate the measurement noise covariance matrix R, we conduct experiments that allow us to use the difference between the actual observation and the estimated observation to sample R, without the effect of the motion model. In the experimental setup, the innovation S is thus equal to R. A method of quantifying sensor errors in images involves estimating a “correction” for each feature point. One determines how much correction is necessary in order to align a



pair of image points. We first estimate a 3D position of a point in the world coordinate frame Xi , which is then reprojected to obtain the estimated image point xˆi . The difference between the actual observed image point xi and xˆi = h(Xi ) is defined as the reprojection errors. Figure 4 outlines the procedure for building a probabilistic sensor model. The first step is to calibrate the camera and obtain its intrinsic parameters, which is the deterministic component of the sensor model. The total number of samples N (predefined by the users) is then set in order to generate the probabilistic component of the sensor model. Once the total number of samples is set up, take an image of the checkerboard at a certain range and calculate the transformation between the checkerboard and the camera. From the transformation, the 3D positions of the feature points on the checkerboard can be obtained. By applying the observation model (Equation 4) to each feature point, we can reproject the feature points in the 3D space to the 2D image space. From the measured difference between the actual observed feature points and the estimated feature points, the reprojection errors in both the horizontal and vertical directions can be generated. If the number of feature points is smaller than N , we capture a new image of the checkerboard at a different orientation, and the procedure is repeated. Upon collecting a sufficient number of points, we fit the reprojection errors to a model so as to calculate the measurement covariance matrix R. In order to obtain R at various ranges, the whole procedure is repeated by varying the distance between the checkerboard and the camera.



Calibrate Camera Set #samples total = 0 Take a new image of the checkerboard



Obtain its transformation to the camera



Calculate 3D coordinates of feature points



Reproject the 3D feature points to the image plane



Measure the reprojection errors of all feature points No



total = N ? Yes Fit the samples to a model



Figure 4. A flowchart describing the construction of a probabilistic sensor model for a camera.



4 Experimental Results 50



4.1 Camera Calibration Any camera calibration technique can be used in the algorithm in the Section 3. Our camera calibration experiment is performed using Camera Calibration Toolbox for Matlab [2] in this paper. The CCD camera has a resolution of 640×480 pixels. The calibration pattern is a checkerboard that contains 5×7 corners (calibration points) shown in Figure 5. The size of the pattern is 31.5 cm×31.5 cm. In total, 40 images of the pattern under different orientations are taken at each range. Table 3 shows the intrinsic camera parameters and their corresponding uncertainties (the standard deviation) after camera calibration. Variables in Table 3 are described in Section 2.1.



4.2 Normality Test We use the calibrated camera model to generate the reprojection errors with feature points at various distances from the camera. Our algorithm calculates the errors between the actual observed image points and the estimated
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Figure 5. The Calibration pattern used in the experiments. Arrows represent the reprojection errors between the measured corners and the estimated ones.



points via the camera model. In Figure 5, each arrow represents the reprojection error. We take a set of images at a



Table 3. Intrinsic Camera Parameters fy [pixels] cc1 [pixels] cc2 [pixels]



fx [pixels] 1211.7870 ±1.6241



1255.5207 ±1.6502



341.5307 ±1.4520



259.2321 ±1.0985



k1 [pixels] -0.3664 ±0.0022



certain range, and calculate the measurement noise covariance matrix from the reprojection errors. The reprojection errors appear to follow a normal distribution. In order to test this statistical hypothesis, we use Geary’s test [13]. This test is based on a very simple statistic which is a ratio of two estimators of the sample standard deviation. Suppose there is a set of random samples X1 , X2 , ... , Xn , where U is defined as n pπ P 2



i=1



U = qP n



¯ |Xi − X|/n



(7)



¯ 2 i=1 (Xi − X) /n



The test statistic is then a standardization of U , given by Z=



U −1 √ 0.2661/ n



(8)



The decision to reject the normality hypothesis is made when the value of |Z| is less than Zα/2 (In our experiments, we set the significance level α = 0.05, which is widely used in Statics). For our experiments, upon testing this hypothesis when the features are at different ranges, we are able to conclude that the reprojection errors do indeed follow Gaussian distributions, which is a convenient property if vision sensoring is to be used in an EKF-based SLAM algorithm. We proceed to calculate the measurement noise covariance matrix N 1 X ¯ ¯ T R= (Xi − X)(X (9) i − X) N i=1



Figure 6. Reprojection errors in both horizontal direction and vertical direction. The measurement noise covariance matrix R1 is (0.42402, 0.0333; 0.0333, 0.42142). Feature points distance [60cm-90cm].



The covariance matrices from the camera at the three different ranges (Figures 6, 7, 8) are found to be:   0.42402 0.0333 R1 = (10) 0.0333 0.42142 R2 =







0.29382 0.0017



0.0017 0.29902







(11)



R3 =







0.13192 0.0040



0.0040 0.15912







(12)



Figure 7. Reprojection errors in both horizontal direction and vertical direction. The measurement noise covariance matrix R2 is (0.29382, 0.0017; 0.0017, 0.29902). Feature points distance [90cm-120cm].



4.3 Sensitivity to the range To demonstrate the effect of the distance between the camera and the detected features on the reprojection errors,



we carry out the procedure in Figure 4 to capture these errors with a calibration pattern at different distances. Fig-
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Figure 8. Reprojection errors in both horizontal direction and vertical direction. The measurement noise covariance matrix R3 is (0.13192, 0.004; 0.004 0.15912). Feature points distance [120cm-150cm].



ure 9 shows an example of the images that are taken at a certain range. Figure 10 shows the relationship between reprojection errors and the distances from the camera in both horizontal and vertical directions.



Figure 9. The relationship between a camera and the mages that are taken at the range of 60cm-90cm in the camera coordinate frame. From Figures 6, 7, and 8, having R1 = (0.4240 , 0.0333; 0.0333, 0.42142), R2 = (0.29382, 0.0017; 0.0017, 0.29902), and R3 = (0.13192, 0.004; 0.004, 0.15912) respectively, it can be seen that the reprojection errors in both the horizontal and vertical directions decrease when the features are far away from the camera. The curve in Figure 10 shows that there is a nearly linear relationship between the reprojection
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Figure 10. Reprojection errors when feature points are at various ranges.



errors and the range. Ideally, two different 3D points should project to the same image point if they are along the same ray originating from the principal point. Why are the reprojection errors sensitive to range? There are two possible reasons to explain this. One of the reasons is due to the accuracy of the measured points when features are at different ranges. Heikkila and Silven [8] found that under realistic conditions feature detection accuracy (standard deviation) is about 0.02 pixels. The algorithm for corner detection we use in our experiments can reduce thus kind of inaccuracy by using a sub-pixel approximation technique, making the inaccuracy of the measured image points ignorable. The second possible reason is due to the fact that the 3D positions of the feature points decrease with the distance to the camera. For example, there are two 3D points XA = [xc , yc , zc ]T and XB = [txc , tyc , tzc ]T (t is larger than 1, and B is further away) in the camera reference frame. These two points are projected onto the same 2D image point xp = [u, v]T , according to the Equation 4. However, there is noise in estimating the coordinates of a 3D point. Thereˆ differ from their true fore, the estimated 3D points Aˆ and B 3D locations. If we propagate the errors in the 3D point estimation to the errors of the reprojected points, we can find the following equations: 



2



where |



#   " ∂u δxc ∂u ∂u | ∂xc | | ∂y | | | δu ∂zc c  δyc  = ∂v ∂v ∂v δv | ∂xc | | ∂yc | | ∂zc | δzc



∂u 1 |= | ∂xc zc







fx +



3k1 fx x2c k1 fx yc2 + 2 zc zc2







|



(13)



(14)



5 Conclusion and Future Work



∂u 1 2k1 fx xc yc | |= | | ∂yc zc zc2
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1 ∂u |= | ∂zc zc







f x xc 3k1 fx x3c 3k1 fx xc yc2 + + zc zc3 zc3 |



|



∂v 1 |= | ∂yc zc



∂v 1 | |= | ∂zc zc







(15)







|



∂v 1 2k1 fy xc yc |= | | ∂xc zc zc2 



fy +



3k1 fy yc2 k1 fy x2c + zc2 zc2



(16)



(17)







(18)



|



3k1 fy yc3 3k1 fy yc x2c fy yc + + zc zc3 zc3







|



(19)



c For both points A and B, xzcc is equal to tx tzc , and the other terms are similar. As we can see from Equations 14 - 19 (obtained from Equation 4), with the same errors as the 3D point [δxc , δyc , δzc ]T , the larger the value of zc , the smaller the errors in 2D image point [δu, δv]T . Therefore, the reprojection errors in the 2D images of these two 3D points are different.



4.4 Sensor model Based on the above discussion, in visual SLAM the measurement noise covariance matrix R should vary with the distance of the features from the robot. The experimental results show a nearly linear relationship between the variance of the measurement noise covariance matrix and the distance. From Figure 10, we can obtain the linear function δu ' δv = a × range + b, where a = -0.0031 and b = 0.3671 in the camera. Therefore, we can calculate the measurement noise covariance when the features are at various ranges. In summary, the construction of the camera sensor model can be defined as (ignoring the small correlational coefficient) vt = N (0, R) (20) where R=







(a × range + b)2 0



0 (a × range + b)2







(21)



We believe that the above measurement covariance matrix accurately characterizes the camera behavior and can potentially benefit a visual SLAM algorithm, as was demonstrated in Section 2.2



In this paper, we have discussed the importance of a sensor model in SLAM algorithms. More specifically, we tested the sensitivity of the measurement noise covariance in FastSLAM 1.0 simulator, proving that either underestimation or overestimation of the measurement noise can lead to poor performance of SLAM algorithms. The proposed procedure of building a probabilistic sensor model for a camera consists of two major steps. In order to obtain the deterministic part of the sensor model, a camera calibration process is carried out, and then the calibrated camera model is used to capture the reprojection errors when the features are at various distances from the camera. The errors are found to follow a normal distribution, based on the Geary’s test, and the off-diagonal elements of the covariance matrix are negligible. Our on-going research includes applying the proposed algorithm to build a probabilistic sensor model on a real robot. By using dynamic sensor model according to the ranges, we expect an improvement in performance of visual SLAM algorithms.
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