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06 Big Data: How to Turn Big Data Into Great Information Paulo Celio Di Cellio Dias Luiz Henrique Outi Kauffmann Guilherme Barreto Fernandes



The concept of Big Data set a new threshold for the data analysis process. Current technology enables creating a massive volume of information based on the behavior of a business firm or an individual, such as credit card transactions and cash/checking account flows.



19 Business Cycles and Credit João Ricardo M. G. Costa Filho Frederico Araujo Turolla



The paper uses econometric procedures to determine the business cycle. The authors examine trends and analyze their findings, generating a series of periods for the Brazilian economy’s recent past, as well as an estimate of potential GDP growth.



26 Benchmarking Basel III Risk Parameters Carlos Antonio Campos Nogueira



The differences in regulatory capital allocated by Financial Institutions (FIs) that have already migrated to internal credit risk rating models are significant, even for portfolios with similar risk mixes. The effects have been negative for fair competition, given the impact of the cost of capital on spread levels.



42 Downturn LGD: A More Conservative Approach for Economic Decline Periods Mauro Ribeiro de Oliveira Júnior Armando Chinelatto Neto



A relevant statistical correlation between the portfolio’s rate of default (RD) and its loss given default (LGD) was identified in an exposure that the IRB approach categorizes as Home Mortgage for a major Brazilian financial institution.
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From the Editors This issue features four highly relevant articles for economics experts, particularly those devoted to credit: risk-parameters benchmarking; a proposed LGD approach for economic downturns; an analysis of the situational factors affecting the economy; and Big Data Analytics – a possibility that has recently become reality. “Big Data: How to turn big data into great information”, by Serasa Experian Analytics experts Paulo Celio Di Cellio Dias, Luiz Henrique Outi Kauffmann and Guilherme Barreto Fernandes, sheds light on a process that may lead to massive gains in several industries that rely on information as a raw material.



and the respective regulators’ recommendations, the areas responsible for the risk-parameter modeling process are accountable for making sure that the parameters is made and that no relevant and available information has been discarded during the modeling process. Big Data allows processing massive volumes of information and its use in connection with Credit Risk must also consider information from unstructured data in fraud prevention, which adds information to the model.



One of the major areas involved in this process is “Analytics”, which contributes to other major areas like financial services, insurance, power, fraud prevention, strategic planning, etc. Analytics is about examining the broad variety and massive amount of data in search for hidden patterns, unknown correlations and other useful information capable of giving an organization an advantage over its competitors. In other words, business benefits.



In “Business Cycles and Credit,” João Ricardo M. G. Costa Filho and Frederico Araujo Turolla, respectively a Master and a Doctor for Economics, emphasize the importance of identifying the cyclical and structural factors affecting a given economy. This is a relevant procedure that enables understanding economic performance and evaluating the status of markets that are highly sensitive to this performance, such as the credit market. Proper evaluation of an economy’s performance does not end with merely observing a macroeconomic series such as that for real GDP. This is the context in which the concept of business cycles emerges.



In their paper, the authors emphasize Knowledge Discovery in Databases (KDD), a set of statistical and computational tools and techniques responsible for exploring, identifying and generating new information (pattern assessment/data prediction). KDD is an interactive and iterative process intended to spot discernible, valid, new and potentially useful patterns from a dataset. Data mining is the main phase in KDD, which applies statistical techniques and computer algorithms to build predictive, customer-scoring, and profile-identification models.



Burns and Mitchell (1946) used lengthy time series to document the joint movements of different macroeconomic indicators at times of economic expansion and contraction, and arrived at a classic definition of business cycles. Starting in the 1980s, new developments brought about advances in terms of business-cycle evaluation, emphasis being due on methods used in papers such as Baxter and King (1999) and Hodrick and Prescott (1997), among others. This is useful both for economic policymakers and for participants in real and financial markets.



In reference to Credit Risk, they emphasize that, in line with the Basel Agreement’s



The article in this issue uses econometric procedures to identify and break down bu-
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siness cycles, and also presents a trend analysis, using three methods and introducing a specific means of generating a weighted average of the results of the methods.



the factor K is the risk weight (RW) proper. The formula for calculating this weight varies according to the exposure classes contained in portfolios that have migrated to IRB.



Physicist Carlos Antonio Campos Nogueira, a leading IT consultant who has been running projects associated with Basel II for seven years, remarks in an article that Risk-Parameter Benchmarking, although conceived as a internal tool for banks running IRB (Internal Ratings Based) candidacies, has become a market requirement, providing support and inputs to several financial institutions. This enables them to calibrate their models, making the financial market more fair and competitive.



The article “Downturn LGD: A More Conservative Approach for Economic Decline Periods”, by MsCs Mauro Ribeiro de Oliveira Júnior Armando Chinelatto Neto, addresses a conservative method to estimating LGD when the beginning of an economic downturn occurs. The authors argue that it is an established method for retail portfolios that had not yet been applied to Home Mortgage Portfolios.



According to the author financial institutions that have migrated to Basel III internal credit risk models calculate their assets’ risk weights (in credit portfolios) based on formulas set forth in the Basel Accord (June 2006 version) and replicated in Brazil in Central Bank standards. More specifically in Circular letter 3.648, whose article 34 sets forth the expression used to calculate the capital associated with the credit risk of FIs operating under IRB, which is referred to as RWACIRB: The term RWA stands for Risk Weighted Asset, where



The authors acknowledge the high statistical correlation between the variables RD and LGD, but argue that they cannot, based on the statistical tools available, state that a period marked by an economic downturn – when rates of default rise – will have a future impact on increased economic loss. They add that financial institutions that wish to se IRB approaches, that is, those based on internal risk-parameter calculations (ratings), as per Basel II, must calculate the following risk parameters: Probability of Default (PD), Loss Given Default (LGD), Exposure at Default (EAD) and Effective Maturity (M).
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Big Data: How to Turn Big Data into Great Information



Paulo Celio Di Cellio Dias Luiz Henrique Outi Kauffmann Guilherme Barreto Fernandes
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Abstrat Big Data can be defined as a set of databases large and complex enough to render traditional handling tools such as inefficient (White, 2009). In this paper, we propose a more comprehensive definition according to which the concept describes the ability to capture, store, handle, transform and extract knowledge from large volumes of data. Several definitions exist for Big Data as a result of the different lines of research into the subject (computer science, statistics, mathematics, administration). Keywords: Big Data, Data Mining, MapReduce, MAD skills.



Introduction Thanks to the widespread availability of data and access to data storage, the concept of Big Data has been gaining momentum, but practitioners and businesses still have many questions as to how the process can add value. According to a July 2013 Ibramerc (Brazilian Market Intelligence Institute) survey with 326 companies in partnership with ebusiness Brasil (Brazilian e-business Association), only 1 percent of Brazilian companies use Big Data, and, even among these, the practice has been in place for less than one year. The main questions companies have while determining whether to consider a Big Data environment include questions like: What data should be stored? How to store and manage the data? How to use the data? The purpose of this paper is to define the meaning of Big Data, introducing some of the concept’s characteristics and its main processes and practices: Mapreduce, Knowledge Discovery in Databases (KDD) and MAD – Magnetic, Agile, Deep, in addition to introducing some Analytics applications. Finally, the paper discusses what precautions to consider while using Big Data.
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I. Big Data Big Data has gained momentum due to the large volume of information produced by today’s systems and the increasing development of data-storage capabilities. The term Big Data is far older than it may appear: biological and physical sciences have for many years faced the issue of storing, handling and utilizing large masses of data. The Genome Project, for example, took almost a decade to sequence three billion base pairs. However, technology development has been such that it is now possible to sequence the same amount of base pairs in a single day.(Cukier and Mayer-Schönbeger, 2013).Until the 2000s, these areas of science had the knowledge of large data structures, but lacked the means (hardware) to store or handle them. One example lies in NASA Universe studies projects. In 1990, NASA introduced the term Big Data to describe large datasets that pose a challenge for computer processing. For some years, it was difficult to put Big Data into practice due to technical limitations. Only companies associated with Government projects had some form of implementation of the concept. Today, with the evolution of processing and storage, and with the reduction of the costs involved, Big Data can be applied in several areas, including the determination of customer profiles in every phase of the credit cycle. To better understand Big Data we propose to detail its characteristics based on its pillars and dimensions.



Big Data Pillars



Big Data has two pillars and every pillar describes a need. The first one is concerned with data storage and treatment (IT Resources). The second transforms the mass of data into valuable information for decision-making purposes (Data Mining Resources), which is the end goal of data analysis. 1) Pillar 1 –IT Resources (Hardware/Software) Big Data requires distinctive hardware and software resources. The term has been gaining strength because of IT-resources evolution over the years. Technology evolution is likewise responsible for the increased volume of data produced, expanding Big Data needs to new arenas. New hardware and software technologies have helped to make Big Data increasingly accessible. Technologies such as cloud computing, new storage and server machines, non-relational data banks, data-mining software, may all be named as examples of these new technologies. 2) Pillar 2 –Data-Mining Resources Understanding patterns by building predictions using large masses of
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data is one of the main benefits of Big Data. CASSIDY (2010) estimates that around 90 percent of all the information collected is dismissed; the set of Data Mining associated with Big Data may reveal new patterns from data that were not analyzed before. Peter Norvig, a former leader of NASA’s Intelligent Systems Division – Ames Research Center and currently research officer at Google, says that “Big discoveries take place when we look with the appropriate eyes at what has been discarded and see that what these data can tell us about the world. This is the secret of Big Data”. Analyzing large masses of data without data-mining resources is practically impossible. The environment requires advanced data analysis techniques. It is no use to have large amounts of data when you don’t know what to do with them. Big Data Dimensions Big Data (graphic 1) has three primary dimensions, also known as the three Vs of Big Data: volume, variety, ve-



■ Graphic 1: Big data dimensions



Adapted from: Mark Troester.SAS Institute: Big Data Meets Big Data Analytics. (2012)



locity. With the continued development of the concept, three more dimensions have been proposed: variability, complexity, value. Primary Dimensions: • Volume Databases regarded as Big Data usually exceed one Tb (Terabyte) in volume. Considering the information available on the Internet, this volume can be easily exceeded. An estimated 2.5 EB (Exabytes) are produced daily. Storing, operationalizing and extracting knowledge from such a volume of data requires special techniques. • Variety A Big Data dataset may be made up of three types of data: - Structured Data Data organized in inter-related blocks (tables), with standardized attributes and a definite format (scheme). Such data are usually stored in relational databanks, where a clear structure exists. The main source of structured data lies in legacy systems like: bank and telephone transaction bases; customer lists; supermarket inventories. - Semi-structured Data Data that are not kept in a databank, and usually available from the Internet or in archives. Semi-structured data lack a defined scheme, but their scheme is self-descriptive based on the format of the data. Analysis of the data enables determining a structuring scheme. XML -eXtensible Markup Language is one illustrative case of semi-structured data: the format lacks a definite scheme, but a scheme can be determined based on structure. This kind
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of data source (XML) is frequently used to transfer information across systems. - Non-structured Data Data that have absolutely no defined structure, such as video, image, and – above all – Internet data. It is the main source pushing Big Data, as the volume of information this category generates is vast: around 1.8 ZB per year (1 Zetabyte= 1 trillion Gigabytes). Around 85% of the data in a Big Data system are non-structured, mostly derived from Internet activity. A Big Data volume is usually made up of all three types of data, which creates complexity relating the sources and extracting knowledge. • Velocity According to Gartner, “velocity means how fast data are being produced, how fast they need to be treated.” In other words, it requires software and hardware prepared to process a large volume of data in timely fashion for action. Additional Dimensions: • Variability Non-structured data are highly variable. Any given information source – such as a social network – may be generating thousands of data items today and be discontinued or replaced by other networks in the future. The Big Data process must be prepared for different and highly variable data sources. The data that now feed a base undergo daily changes, which demands an adaptable process. • Complexity The Big Data environment is highly complex because it operates with a large vo-



lume of data from different sources, handles the data, and extracts knowledge in a timely manner. Working with different data sources demands planning, which significantly increases the complexity of any task, such as correlating, cleansing and transforming. • Value Understanding how far you can go with Big Data analysis is a major challenge. One must be capable of interpreting new data and determining the value they add to the study. Big Data environments are often made of several interconnected data sources, producing information that can be handled in massive scale. IDC (International Data Corporation) claims that for an environment to be regarded as Big Data, at least two dimensions must be observed (Collett, 2011). This means that a Big Data system must not necessarily contain non-structured (Web) data: a credit card transactions system may be regarded as Big Data because it has the volume and velocity dimensions.



II. Big Data Processes and Practices Creating a Big Data environment requires knowledge of a few concepts. This section of the article will present two important Big Data-establishment processes (MapReduce and KDD) and the MAD practice, all of which are required Big Data characteristics. 1. MapReduce MapReduce is a computational model introduced by Google (Dean and Ghemawat, 2004) and inspired in the Map and Reduce functions. The model’s purpose is
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to provide support for the parallel processing of different data sources. I this model, the data are no longer located in a single database or server, but scattered across several. The process begins with the MAP function, which identifies the data sources and their keys, followed by the Reduce process, which combines and reduces data. The MapReduce framework automatically parallelizes the process and offers controls against processing failures. The model can handle terabytes of data by parallelizing processing on different machines. Several tools now use the model for Big Data applications, of which one of the most widespread is Hadoop (open source). The MapReduce model is important during the Big Data environment’s data capture and handling phase, at it understands that the environment has several data sources, such as transaction in-



formation (structured data) and social networks (non-structured data). The model allows mapping sources and simultaneous data extraction and reduction. 2. Knowledge Discovery in Databases Knowledge Discovery in Databases (KDD) ) is the set of statistical and computational tools and techniques used to explore, identify and generate new information (pattern assessment/data prediction). Fayyad et al (1996) define KDD as “a non-trivial, interactive and iterated process in many phases for identifying understandable, valid, new and potentially useful patterns based on large datasets.” The KDD process involves three phases: Selection and Pre-processing, Data Mining, and Post-processing. Figure 1 illustrates the hierarchy of the phases.



■ Figure 1: KDD Phases



Source: Fayyad ET.1996A
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Selection and Pre-processing The pre-processing phase involves capturing, organizing and treating the data so they can undergo the discovery process. It is an important part of the KDD process because incorrect data preparation will diminish mining results (Goldschimidt and Passos, 2005).The main purpose of this phase is to handle the data from extraction to treatment for the various mining phases. Data Mining Data mining is the main phase of KDD, responsible for extracting knowledge from the prepared base. This phase applies statistical techniques and computational algorithms to build predictive or group classification models, including the creation of predictive models, customer scoring, and profile identification. The mining process may be divided into several knowledge prospecting methods, as follows: - Classification: Mapping the records set in search of a pattern. Based on the data analyzed, the algorithm creates classification rules. When a new record is informed, the model is capable of classifying it according to the rules that have been developed. Some examples of classification techniques: neural networks, genetic algorithms, and inductive reasoning (for details, see: Haykin, 1998; Goldberg, 1989; Muggleton, 1992) - Association: “Searching a data bank for frequent and valid association rules, based on the specification of minimum support and confidence parameters.” (Goldschmidt and Passos, 2005).Association methods look for events and their conse-



quences. Some association algorithms include: Apriori, Generalized Sequential Pattern algorithm,and Direct Hashing and Pruning (for additional details see Kantardzic, 2011). - Regression: Similar to classification, but in the regression process classification is based on numeric attributes. The method has its roots in Statistics and is widespread in credit-model predictions. Interpretation of the model and its parameters is transparent, and allows understanding every variable in the model. Regression examples: Linear, Logit (for details, see Hosmer and Lemeshow, 2000; and Neter, 1996). - Clustering: A method that creates clusters based on shared properties of the items. This method groups the base’s data items into similar clusters, where the items in each cluster have lots of characteristics in common and there are large differences across clusters. Some clustering algorithms include: K-Means, K-Medoid, DBSCAN (see King, 2013 for details). - Summarization: This method identifies and displays groups based on the characteristics informed. The summarization process is not limited to a simple sum of information: the search for information takes data discrimination into account. One case of summarization algorithm is C4.5 (for additional details, see Kantardzic, 2011). - Time Series: This method observes a certain process over a period of time. Time series identify a process’s characteristics over the time period, considering occurrence trending, seasonality and de-
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viations (one-time events). The method is normally used to predict results based on the evaluation of the process’s past behavior (Forecasting process) (for details, see Box, Jenkins and Reinsel, 2008). Post-processing This phase is covers analysis, interpretation, and presentation of the knowledge obtained in the mining process. At this stage, the results are simplified so as to be easily assimilated by practitioners not associated with data mining. Strategies are developed based on patterns and trends found to maximize the operation. 3. MAD Practices (Magnetic / Agile / Deep) MAD practices (Cohen et al, 2009) have been developed to describe how Big Data can be explored and utilized. The main focus lies in how to extract information from massive volumes of data. MAD can be described based on three characteristics: Magnetic • Attracting data All data sources must be considered to form an environment. The Magnetic concept indicates that all data sources are to be “attracted” and analyzed in order to create a Big Data environment. The quality of the data in the bases should be no object and small inconsistencies may be considered. Agile • Systems agility / integration / change The agility concept includes two dimensions:



1) Process agility: Systems must be fast enough to enable handing and transforming the data. 2) Change agility: Systems must be flexible and easy to operate. Agility means that data analysts are capable of studying the data and proposing changes. The Agile concept considers a continuous Analytics cycle for Big Data processes. MAD suggests that IT (Data Bank) and data (Statisticians/Data miners) work together, generating data analyses and proposing changes. Modification of data structures or interpretations must be agile. Deep • Analytics Big Data require in-depth data analysis by means of Analytics techniques. Big Data should be utilized to the maximum, learning from the data available. Using Big Data without Analytics means dismissing almost all of the information available.



III. Big Data for Analytics With the new ground broken by the existence of Big Data, there will certainly be gains in many areas that rely on information for raw-materials. One of the main areas involved is “Analytics”, one of today’s fastest evolving markets and an area that contributes to other major areas, like financial services, insurance, energy, fraud prevention, strategic planning. We describe next some of the scenarios where Big Data may be used together with Analytics.
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Credit Risk Analytics Influenced by Basel II and IRB approaches (BCBS, 2005), banks today are being pressed on the quality and predictive power of the risk systems. In this sense, the Basel Agreement and Central Banks recommend a framework and an environment for banking institutions that can enable analyzing all of the information that is relevant to measuring the risk of credit facilities, in other words measuring the uncertainty about future payment. In line with the recommendations from Basel and the applicable regulators, the areas responsible for the risk-parameter modeling process, such as PD (probability of default) and EaD (exposure at default) and LGD (loss given default), are charged with ensuring that they have the best selection of parameters and that not relevant and available information was dismissed during the modeling process. The Big Data process makes this procedure a must-have for processing such a volume of information. For revolving products, the use of Big Data would enable building the following variables: • Transactions trending/recentness; • Transaction profile; • Expected volatility; • Off-pattern transaction; • Daily transaction frequency; The use of Big Data for Credit Risk may also take into consideration information from non-structured data, with benefits for all model classes (PD/LGD/EAD). The main goal of non-structured data is to search the Web for information may determine risk profiles or characteristics commonly observed in individuals before they go into default, thereby enabling the creation of default-prevention policies.



One example of information available from the Internet is the individual’s search or social-network posting behavior. Such information may provide answers to questions such as: Do individuals facing financial hardship show similar characteristics? Are their search terms correlated? Is it possible to estimate whether an individual is going deeper into debt and may go into default? May the search for new job opportunities indicate a risk of default (due to unemployment)? Is the job disclosed by the individual on social networks compatible with their reported or predicted income? 1. Fraud Analytics Anti-fraud risk parameter modeling is usually associated with several credit approval, financial transaction, file creation, electricity sale processes. The common element – besides fraud risk – linking all of these areas is the fact that high-frequency information has high fraud-risk discrimination power. For example: • Daily power usage (power utilities); • Card transaction frequency (credit card); • Number of files opened for the same document number in recent days. The example mentioned in topic I also has to do with the modeling of fraud-related behaviors on revolving products, where the use of Big Data is clearly seen, offering high processing, measurement and application of parameters that are highly correlated with fraud risk. At present, these are still not taken into consideration in terms of the fraud-risk assessment of a debit or credit card. The use of non-structured data to detect fraud may add information to the model and characterize a Big Data framework.
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2. Insurance Analytics In any form of insurance, the premium that the insured party pays usually is determined by the market value of the service. However, the insurance pricing process may include insurance event and severity prediction models. These models normally used classic variables, such as: • Age • Gender • Marital status • Accidents history • Income • Profession • Schooling • Vehicle data • Profile data (informed) The use of non-structured data determines a individual’s profile. Their habits (night-life, travel, region frequented) may be used to validate the self-reported profile or determine a profile based on the individual’s activities on the Web. This is just one example of the use of non-structured data for insurance, but others may be raised. One recent example was seen in an MIT event (Big Data Lecture Series 2012 at MITCSAIL) where AIG Head Scientist Murli Buluswar emphasized that the classic parameters listed earlier are not necessarily central to explaining risk. For him, the main discriminant risk variables for automotive insurance should be: • How does the policyholder drive? • When do they drive? • How frequently do they drive? • What kind of car do they drive?



IV. Analyzing Big Data Results Using a Big Data environment may yield basically two sources of results:



1) Through new OLAP (On-line Analytical Processing) system reports, an approach that underexploits the potentialities, as the system is limited to displaying data. 2) Through mathematical and statistical models. Analyzing the results of models generated in a Big Data environment requires attention to certain points. Due to the very nature of Big Data environments, it is not possible to validate the input data generated in them with today’s evaluation criteria (missing counts, outliers identifications, constancy analysis, and others), and one would therefore be unlikely to ever leave the data-preparation phase. The proposed MAD method clearly addresses this topic under Magnetic, which means to consider every source possible, and Agile, which means that quick and continuous validation procedures must be in place so that data continuously improve. Therefore, these phases allow developing models whose information display acceptable noise. Because the very essence of Big Data involves using all the data available, some theorists argue that what matters is “what”, not “why”. They even regard this new outlook as a departure from current paradigms. Great caution is required at this point. Considering noise (missing values, outliers and others) in large-scale information, particularly when it comes from non-structured data (Internet), is not a problem. The problem lies in how the information will be interpreted. We must understand the reasons behind a model’s results, or “what the data mean to say”. Considering the analytics solutions proposed in the previous item, whe-
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re Big Data will be an input for approval, fraud, prediction or limit-management models, parameters must be interpreted in order to avoid offering or denying an action based on a spurious correlation. A practical example: assume a credit granting model using non-structured data that indicate the individual’s credit activity on the Internet. We must not understand that an individual with low activity shows the same risk as an individual with no activity at all. The latter may be part of an excellent group that is averse to the Internet, or of a low-income group that lacks access to Internet shopping, but this does not determine his or her risk.



V. Conclusion The concept of Big Data sets a new threshold for the data analysis process. Current technology enables creating a large number of information, based on the behavior of a company or individual. Information such as: credit card transactions, cash flow/checking account, Internet behavior, may determine choices, consumer patterns, fraud, and more. Big Data must be used to generate and answer new questions (used in combination with Data Mining). By using Big Data to answer questions we already have means underutilizing the process. That is, we will be using a small part of the concept, which is its ability to handle large amounts of data, but the main benefit Big Data has to offer is to find out things we did not even imagine prior to these analyses.



Big Data processes / practices show how data can be stored, managed and used, particularly based on MAD practices. Exemplary cases of successful use of Big Data abound, such as: Visa: Processing a 36TB base took one month; application of a Big Data environment enables processing the same volume in 13 minutes. Wal-Mart: Real-time database (2.5PB) organization. Amazon.com: Use the Big Data environment to process its information (around 450 billion objects stored), and also uses data mining processes to determine client profiles (suggested purchases). While using Big Data to improve processes (searching for new information, new predictive models), it is important to interpret the data and determine whether what they are informing makes sense for the study. Assuming every answer to be true is risky, as one must understand the reason for the behavior. In the past two decades, the main challenge for Big Data was in storage and processing. We now live in a period when technology resources enable such tasks at an affordable cost and to a large number of companies. The new challenge for Big Data today lies in how to extract quality information from the mass volumes available. This implies expert application and analysis of data mining. The use of information derived from the data in Big Data environments must be continuously analyzed to ensure process quality.
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Abstract Identification of the cyclical and structural factors affecting an economy is a highly relevant procedure to understand the economic performance and to provide a more accurate evaluation of the conditions of markets that are extremely sensitive to this performance, such as the credit market. A mere observation of a macroeconomic series such as real GDP does not enable a correct evaluation of the performance of the economy. This is the context in which the concept of Business Cycles emerges. Keywords: Business Cycles, Turning Points, Band-pass Filter, High-pass Filter.



1. Introduction Although the concept itself being conceived earlier, the classic definition of Business Cycle is found in the groundbreaking work of Burns and Mitchell (1946), who used lengthy time series to document the joint movements of several macroeconomic indicators in periods of expansion and contraction. Later, starting in the 1980s, new procedures led to advances in Business-Cycle evaluation. Of particular note there are methods used in papers such as Baxter and King (1999), Hodrick and Prescott (1997), and others. This assessment is useful to both economic policymakers and the various players in real and financial markets. This article uses econometric procedures to identify Business Cycles. The next section breaks down the Business Cycles and provides a trend analy-



sis, using three methods and presenting a specific way to generate a weighted average of the three. We then analyze the obtained results, generating a periodic profile of the recent trajectiory of the Brazilian economy and an estimate of the growth of potential GDP. The same section also relates the Business Cycles as estimated with the evolution of loans from free funds. Finally, we offer our closing remarks.



2. Cycles Breakdown and Trends To analyze Brazil’s Business Cycles, we used data available from the Brazilian Geography and Statistics Institute (“Instituto Brasileiro de Geografia e Estatística” – IBGE) for the quarterly index of real GDP (deseasonalized) from Ja-
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nuary 1996 to June 2013. The following graph shows the evolution of the series:



of growth that generates no pressure on prices). The literature on Cycle Breakdown and Trends covers several techniques. We selected four out those available: first difference, polynomial trend, and the Baxter-King and HP filters. The classic definition of Business Cycles goes back to Burns and Mitchell (1946) and the Cycle’s turning points are directly determined by means of observation of the series. Therefore, no trend or permanent component is removed from the series. The equation next illustrates the concept:



y t =∆y t +y t -1 The series clearly shows a positive trend. However, to better understand the economy’s cyclyical and structural factors, we must distinguish the sources of the variations. The econometric procedures described next use a series taking the natural log of the index illustrated in the preceding graph. Therefore, the difference between two topical trend estimates is a good approximation of its growth. A time series that shows growth over time (yt) may be broken down into three components: Cycle (Ct), Trend (Tt) and estimation errors (ut), as per the equation below:



In the equation above, the Cycle is given by the variation of product (∆yt) and the trend is calculated based on the series’s lagged level. Not that equation 1’s error has been incorporated to the Cycle as the procedure does not treat it separately. Based on this procedure, Brazil’s Business Cycles are:



y t = C t +T t +u t When the system is applied to the concept of Business Cycles, each component gains an economic meaning. The first one reproduces the product’s short-term dynamics. The second is concerned with the long-term trend, which can be used as a metric for potential growth (the amount



Values above zero represent moments where GDP lies above its potential, where values under zero indicate recessions and a level below potential.
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The second technique uses a polynomial deterministic trend and the series’s long-term component is a function of time: Tt = β0 + Ʃki=1 βi ∙ ti , where k represents the polynomial’s order and βi stands for the coefficients. Coefficients can be obtained by means of ordinary least squares models. The residual, then, corresponds to the Cycles. Out, estimations indicate the following dynamics1:



estimation implies the loss of observations at the beginning and the end of the series. The Business Cycles obtained by means of this technique are:



yt = β0 + β1 ∙ t + β2 ∙ t2 + β3 ∙ t3 + β4 ∙ t4 + Ct The Business Cycles obtained by estimating the equation above are:



Separating Cycles, Trends and error, provides a smoother estimator for economic Cycles. The final method used was a breakdown based on the HP filter3. As a high-pass filter, it is capable of isolating low frequencies, but cannot eliminate the noise from the Cycles. According to this method, Brazilian Cycles are:



Comparing the first two methods, we find that the latter shows a smoother series with less oscillations. The two differ in the Cycles they determine. The third technique used was the Baxter-King filter (BK)2. Although it is a band-pass filter – that is, capable not only of isolating low (Trend) and high (Cycle) frequencies, but also of isolating error – its
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Each method has its strengths and weaknesses. We thus decided to build a metric for Business Cycles that incorporates an average of the proposed methods. Since the Baxter-King filter is not available for several quarters, we decided to take the average of the other three, with weights determined by the reverse of the variance 2 (σc,i ) of each estimated Cycle (c i ), based on the equation below:



Ct =



3



Ʃc • ω i=i



i



c,i



fficulty involved in empirically testing the analysis is the absence of lengthier time series for credit. Graph 7 shows the estimated average do Business Cycles together with the quarterly change in credit from free funds. Here, the sample has been limited to 24 quarters due to limited data availability. The AVE series is the average Cycle, while the TOTAL series represents credit from free funds. The graph does in fact show joint movement of the two, with a 62.8% correlation between them.



1



2 σc,i ωc,i = 3 2 ) . Brazilian Ʃ i=i (1/σc,i Where Cycles, therefore, could be estimated as follows:



3. Analysis of the Results, Credit, and Potential Growth One result to be highlighted is the fact that our estimated average of Business Cycles, as seen in Graph 6, tends to be directly related with the dynamics of the market for loans from free funds. One di-



A second relevant point is that, based on the proposed Business Cycles indicator, Brazil has undergone three different periods. From 1996 to 1999, the Cycles were briefer and affected by the Mexican (1995), Asian (1997), Russian (1998) and Brazilian crises. It was a period of high volatility and frequent impact from crises in emerging countries on the Brazilian economy. The financial and capital market themselves featured instruments with shorter maturities, which only became longer in the following decade, with the reduction of political risk. In 2000-2005, despite the technolo-
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gy-bubble crisis in the US and the Argentinean crisis (2002), Cycles were longer in duration and less volatile, although briefer and more erratic Cycles did occur in the end of the period. It was a time of consolidation that followed the triple change in macroeconomic regimes of 1999 and the maintenance of orthodox economic policies by the Lula administration. The third period, from 2005 to 2013, is a phase of great prosperity worldwide that reflected in Brazil, followed by the downturn caused by the 2008 crisis, a recovery, and a new Cycle of more sedate expansion. Based on the same “weighted” Cycle, we may estimate Brazil’s potential growth by combining the results of the several methods (Ƭi ), via the reverse of va2 riance (σƬ,i) :



Tt =



3



ƩƬ • ω i=i



i



Ƭ,i



1



2 σƬ,i ωƬ,i = 3 2 ). Ʃ i=i (1/σƬ,i Where



Based on the above equation, the estimated recent potential growth is depicted in the graph 8 next:



Annualized potential growth dropped from 5.97% in the first quarter of 2010 to 2% in the second quarter of 2013. Preliminary analysis indicates annualized potential growth in the third quarter of 2013 at around 2.5%, but disclosure from IBGE is still needed to verify the hypothesis. The fact is that potential growth has dropped significantly, revealing supply-side constraints, since demand remains robust.



4. Closing Remarks The breakdown of Business Cycles based on three different methods and the use of their average weighted by the reverse of the variance of each Cycle led to intuitive and important findings. We obtained a Business-Cycle indicator that showed good fit when correlated with the market for credit from freely disposable funds. Therefore, evaluating the economic Cycle by means of this technique appears to be promising as a means to analyze the credit market and, consequently, make predictions for this market.



Note Note 1: Both Adjusted R² and the Akaike information criterion favor the model that takes the fourth-order polynomial into consideration, as compared with specifications using polynomials of a lower order. Note 2: Baxter and King (1999). Note 3: Hodrick and Prescott (1997).
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Introduction The issue of risk weight disparities:



The differences in regulatory capital allocated by Financial Institutions (FIs) that have already migrated to internal credit risk models, particularly in Europe, have been significant, even for portfolios with similar break-downs (risk mixes). Such discrepancies have obvious negative impacts on a fair competition regime, given the impact of the cost of capital on the spread of various financial institutions. Keywords: PD, LPD, IRB, RWA, Basel II, Basel III, Benchmarking.



Financial institutions that made the migration to internal ratings based (IRB) credit risk models calculate the risk weights of their assets (credit portfolios) based on formulas provided in the Basel Accord (June 2006 version) and reproduced locally in the Central Bank of Brazil’s (BACEN) regulations, more specifically in Circular Letter N. 3.648, whose article 34 sets forth the expression used to calculate the capital associated with the credit risk of FIs operating under IRB, which is termed RWACIRB: Art. 34. The monthly amount of



R  WACIRB must correspond to the result of the formula:



RWACIRB =



ƩK x EAD i



F



i



Where: I - Ki = credit risk weight factor associated with the obligor or homogeneous risk pool "i"; II - EADi = amount of the Exposure at Default parameter associated with exposure “i” in connection with obligor or homogeneous risk pool "i"; and III - F = factor defined in article 4, Resolution No. 4.193 of 2013.



A factor F of 8% as originally defined in the Accord is the one adopted by European banks. IN Brazil, the factor varies over time (assuming maturing risk management across the financial Industry in general), according to the aforementioned article 4 of Resolution No. 4.193, which reads:
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Art. 4 The minimum RW requirement corresponds to the application of the factor "F" to the RWA amount, where "F" equals:



III – PD = Probability of Default IV – LGD = Loss Given Default V – R = Correlation factor



Where R=0,04. I - 11% (eleven percent), from October 1st, 2013 to December 31st, 2015; II – 9.875% (nine point eight seven five percent), from January 1st, 2016 to December 31st, 2016; III – 9.25% (nine point twenty-five percent), from January 1st, 2017 to December 31st, 2017; IV – 8.625% (eight point six two five percent), from January 1st, 2018 to December 31st, 2018; and V - 8% (eight percent), from January 1st, 2019. The term RWA stands for Risk Weighted Asset, and the factor K is the risk weight (RW) proper. The weight factor’s formula varies according to the exposure classes to which the portfolios migrating to IRB belong. For a credit card portfolio (qualified retail revolving sub-category), for example, the formula for K is:



{



[



K= LGDxN



N-1(PD) + R x N-1 (0,999) 1-R



]-PDxLGD}



Where: I – N = function of the normal accumulated distribution II – N -1 = reverse of the normal accumulated distribution function



The formula is very similar for portfolios in other exposure categories and sub-categories, and the R correlation factor may be a constant, as in the above example, or a function of PD. Clearly, both the risk-weight factors (K or, more generically, RW, for “Risk Weight") and – consequently – the risk-weighted assets (RWAs) are direct functions of the PD and LGD risk parameters. Therefore, the aforementioned discrepancies in RW have their roots in the estimations of those parameters. A benchmarking study was held over the past three years by independent organizations and international regulators, particularly from Europe, led by the EBF (European Banking Federation), the FSA, the Banco de España, the IMF, and culminating with a recent Basel Committee on Bank Supervision – (BCBS) publication (bcbs256, July 2013). These studies, despite certain differences in approach (some of them focus on wholesale, sovereigns and banks, while others address mortgage portfolios), conclude that many of the region’s banks have been using such diverging RW estimations that some allocate two to four times more capital than their competitors for very similar credit portfolios. Table 1 and the graph 1, developed respectively by Barclays Capital and Banca D’Italia, illustrate the high dispersion of RWs.
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The RWA/TA graphic 1 (total risk-weighted assets divided by total assets, or “risk-weighting density”) clearly shows a high variation between 15.1% and 78.1% of the average RW.



The graphic 2, developed by Banco de España (through its publication Estabilidad Financiera, # 21) shows the variation by exposure category and sub-category.
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One question that may emerge at an early stage of the analysis is that studies involving banks in several different countries may be deeply affected by differences in legislation and business culture. But even after differences in cross-border laws, standards and practices are eliminated and a comparison is made involving a single country’s financial institutions, the differences persist, as seen in a benchmarking study by the FSA (predecessor to the PRA) for British banks, sowing significant differences (high dispersion) among PD values for corporation, bank and sovereign portfolios, as shown graphic 3.



The FSA study, as well as a more recent one by the BCBS, was based on the HPE (Hypothetical Portfolio Benchmarking Exercise) method, according to which a hypothetical portfolio (corporations, banks and sovereigns) is sent to several banks with a request for a reply providing risk-parameter information (PD in both cases, plus LGD and EAD in the



BCBS survey), which eliminates any influence from obligor-specific risk differences (although differences in risk arising from the exposures mix remain). In addition to the results of these benchmarking studies, a top-down analysis (based on information disclosed as per Pillar III) of RW figures for the same portfolio of a given bank has in some cases been showing very wide changes between two consecutive years, going as high as 20%. Given the issue, what are its causes? The causes, as noted earlier, include changes in the risk mix of exposures to a single obligor, or to different obligors in the same pool (for retail). This involves differences in legal support – in various countries/regions – to collection proceedings and collateral seizure. Differences also exist between banks in terms of the IRB migration status (rollout stage). At some, more than 30% of portfolios may still be treated according to the standard approach (which increases average RW), while others stand at less than 15%. However, according to the BCBS survey, close to 25% of the differences lie associated with banks’ internal practices for the assembly of their internal risk rating systems (IRRSs), which reflect mainly on the risk parameters PD, LGD and EAD, which, as seen, are the determinant variables in RW and RWA calculations (along with EADs). The graph 4 derives from the EBF study on mortgage portfolios and illustrates some of the elements with the most influence on the portion of the variation associated with banks’ inter-
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time series used to calculate the PD and LGD risk parameters – is more clearly illustrated in the graphic 5, which also comes from the EBF mortgage portfolio survey and shows the great variation of the



nal practices, as well as those connected with the portfolios’ intrinsic risk mix (Bars 1, 2, 4, 9, 10, 11, 12, 15). One of the elements noted in the graph 4 – the extent and depth of the data



Graphic 4: Qualitative Assessment of the Factors with the Most Impact on RWA Variation 100% 90% 80% 70% 60% 50% 40% 30% 20% 10% 16. Use test acceptance requirements
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Graphic 5: Historic Data Used to Calculate PD Across Banks
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time span covered by the data used in PD models across different European banks. The BCBS survey of corporation, sovereign and bank portfolios indicates the following elements as the main causes of PD variations: > Definition of the full economic cycle, which is fundamental to obtaining Long Run PD (LRPD) and Downturn LGD; > Historic coverage of the database used by the models; > Different strategies selected to compensate for insufficient data in the time series. For example, corporate portfolios frequently use external data, while banks prefer adjustment to PD calculations for mortgage portfolios. > Definition of default. Some banks use different criteria, within the limits set by the Accord, to acknowledge default events. > Varying methodologies used to perform adjustments in obtaining Long Run PD (LRPD). This cause is associated with the previously mentioned definition of the full economic cycle. > Aggregating data from different sources to form the Referential Data Set (RDS). Banks differ as to the relative weights applied to external data sources with varying levels of association



with the risk profiles of exposures and obligors. However, for retail portfolios, the contribution from LGD is even greater than that from PD in terms of explaining the high variation of RWs, as seen in table 2 next, found in another section of the BCBS survey and also disclosed in BCBS256. In this case, the study performed a multivariate analysis of the data gathered by the Capital Monitoring Group (CMG). The parameters EAD and M (Maturity) also contribute, the latter applying to the banking segment only. Table 3, next, is based on BCBS’s HPE benchmarking study and succinctly shows the importance of PD, LGD and M for RW variations, segregated by different exposure segments (corporation, retail, sovereigns and banks): the relative importance of PD and LGD differ from the previous table, which is based on a larger sample. That is, by focusing only on obligors with low default frequencies in the corporation, banks and sovereigns categories, the importance of the intrinsic risk on the obligor dimension as manifested in PD shows a different trend than in the preceding table, with LGD contributing more than PD to variations in RW (remo-



Table 2: Relative significance of IRB parameters in explaining variations in RWA PD



LGD



M



Corporations



***



*



—



Retail



**



***



n/a



Sovereigns



**



*



—



Banks



**



**



*



*** Highly significant



** Moderately significant



* Some impact



— Impact not observed
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Table 3 : Relative impact of variations in PD and LGD on RWs Sovereigns



Banks



Corporations (high end)



Corporations (medium-sized)



With PD and LGD variations



1.10



0.43



0.22



0.23



PD variation removed



0.57



0.31



0.16



0.20



LGD variation removed



0.31



0.24



0.14



0.16



Standard deviation of RWs, computed for the banks taking part in the HPE. Numbers based on the deviations of each bank’s individual medians relative to the overall median. For sovereigns, for example, the standard deviation of the relative deviation of the medians is 110%.



ving LGD variation leaves a lower residual standard deviation than removal of the PD element).



Having acknowledged the problem and identified its causes, how to proceed? Now that the Brazilian financial arena (and major banks in particular) is at an advanced stage in the preparation of IRB candidacies, the inevitable concern arises that similar variations ma occur domestically, which may discourage the full use of internal credit risk rating models. The question is how to address the problem before those effects emerge. Worldwide, and particularly in Europe, variations in RWA have generated concerns of all kinds and among all players. Investors worried about the soundness of the capital allocated by the institutions in which they invested their funds. Banks worried about the possibility of over-allocating capital (and becoming less competitive) or under-allocating it (incurring uncovered risks). Regulators wonder if some banks (including some of global systemic importance) might be “massaging” their models to obtain excessively favo-



rable risk parameters that would reduce their RWs and, consequently, the allocated capital. Reactions varied, covering a wide of radicalism. At the more “revolutionary” end lie suggestions to completely abandon capital allocation based on internal RW calculations, retiring the IRB approach and adopting criteria based on fixed RW percentages (a return to the standard approach) or on simpler indicators, giving up RWs and proposing allocation based on the leverage rate only (as Andrew Haldane suggests in “The dog and the frisbee”). However, experience shows that the pure and simple adoption of fixed RWs would be a methodological return to Basel I principles, with all the drawbacks that this would imply, essentially encouraging banks to abandon risk management and adversely selecting risky assets with greater potential gains, as such a choice would not affect allocated capital and its cost. On the other hand, adopting criteria based on a single indicator, such as the leverage rate, would cause the same problem by leading banks to work their portfolio mixes so as to optimize that in-
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dicator, even with high intrinsic risks at systemically critical exposures, completely subverting the intended goal of adopting the proposed indicator (the so-called “Goodhart’s law effect”). At the least radical end of the spectrum lies the BCBS itself, whose aforementioned bcbs256 proposes (p. 10) carrying out benchmarkings to define tolerance ranges for the variation of PD, LGD and FCC (a constituent of EAD). The proposal seems well balanced and capable of leading to more converging RWs (at least in terms of different practices, as opposed to the portfolios’ risk mix). At the same time, it retains the stimulus for banks to keep up their investments and efforts toward improving internal models and managing the risk of their credit portfolios.



But how to run the benchmarking studies? Although the observation of RW variations is relatively recent, the notion of using benchmarks is not novel within the Basel II and III context. In fact, paragraph 532 of the Accord provides for the practice. BACEN circular letter No. 3.648, which sets forth the rules for IRB applications, translates the same view, as a recommendation, in Article 153. It is true that, in these cases, benchmarking is set within the context of the internal validation resources of each bank adopting IRB, rather than motivated by an attempt to reduce RW variations across the various institutions present in the marketplace. The end goal, however, is the same: calibrating risk parameter estimations. BCBS Working Paper 14 (pp. 96-



102) provides basic guidelines on how to implement benchmarking studies. According to the document, two main kinds of benchmarking exist: One of them (called Type 1 in this article) is used to identify outlier obligors, comparing the PDs (or LGDs and EADs) of similar pools obtained from several FIs (application is more appropriate for Pool Data). In this case, the goal is not to test the quality of the IRRSs, but the potential inaccurate categorization of specific obligors (an input for the adjustment process in pool formation). The other type (Type 2) uses external ratings, scores or PDs (or LGDs and EADs) for comparison with the parameters calculated in-house by internal risk rating systems (or IRRSs, the formal name for the models and their scoresand ratings-mapping methodologies) of the FI in question. The goal, in this case, is to effectively check the quality of the models used by FIs’ IRRSs. In type 1, the benchmarks are built by aggregating data from several FIs. This may be done by an independent and trustworthy public- or private-sector entity, including supervisors. In type 2, the ratings, scores or PDs are usually provided by third parties, including those used by supervisors, which in turn develop their own, occasionally with third-party assistance (using data collected by those third parties or by the supervisors themselves). Although type 1 is clearly what we have in mind as a tool to reduce RW variation, the techniques overlap and we will therefore briefly approach both types, focusing on examples of PD benchmarking. We will also focus on ben-
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chmarking examples for retail portfolios (proper and low-end SME, treated as pools of retail obligors and exposures). Coporations (high-end), banks and sovereigns methods have already been covered, particularly for portfolios with a low number of default events (LDPs), using methods such as the one discussed by Markus Ricke and Georg von Pföstl in “Quantitative Validation of Rating Models for Low Default Portfolios through Benchmarking”, based on the use of the correlation coefficient between score/rating scales. About type-1 benchmarking: In this mode, the main challenges include: > Obtaining samples (individual and pooled PDs) from various similar institutions so as to form a homogeneous base (“peer group”) that will serve for comparison purposes (benchmarking). > Converging to a consistent mapping of ratings to a master scale. > While obtaining outlier occurrences, the analysis must be supported by discrimination techniques to separate the effects of different methodologies from classification deviations. Because the main goal of type-1 benchmarking is to identify outliers, it is crucial to obtain data from several institutions. To do so, the appeal to FIs of providing information must increase, and their fears of doing so must be reduced. In addition, excessive complexity must be avoided, as most FIs are still at the initial stages of model construction, particularly in terms of their LGD and EAD models. Therefore, the focus must lie on: > Comparing only PD ratings, preferable through IRRSs of the Through-the



Cycle (TTC) type; > Make comparisons across similar pools, consolidated from data obtained from various FIs, without identifying the obligors (see the discussion of the use of computer encryption techniques, ahead). This will involve using clustering techniques based on the contents of certain variables that identify obligor pools as opposed to customers (e.g.: geography, profession, income); > Converging to a consistent rule for score/rating mapping based on a master scale; > While obtaining outlier events, the analysis must be supported by discrimination techniques in order to separate the effects of methodology differences from rating deviations. The steps involved in carrying out the benchmarking are: 1. Obtaining the longest possible series of PDs (and DFs) – individual and average – and their independent variables for several pools (to increase the intersection of retention periods for different FIs); 2. Obtaining pool formation rules wherever possible (and disclosed by the banks). 3. Asking banks to exclude the edges (out of the diagonal) from backtesting dispersion graphs, thereby obtaining more homogeneous sub-pool data. 4. Consolidating and applying clustering techniques to form the peer group’s pools. 5. Mapping each FI’s average PDs against a master scale of ratings. 6. Comparing each peer group pool (institutions with similar risk structures – obligors and exposure types) with each
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individual FI’s corresponding pool, and reporting classification errors (% of outliers in the dispersion matrix). 7. The clustering must be periodically repeated. Step five, which is perhaps the most complex of all, involves techniques to enable mapping across different institutions’ scales, which may pose a challenge given the differences in number of rating levels, PD intervals within each level, and the delicate treatment of the resul-



ting overlaps. The best method is to select the interval with the biggest possible overlap, as illustrated in the graphic 6. Obviously, the detailed execution of the techniques described above lies outside the scope of an article of an introductory and conceptual nature such as this, but the guidelines are essentially those discussed here. Next follows an analysis of the distribution of individual obligors’ PDs from the pools located within the over-
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laps, which give an idea of how much the FIs’ diverge or converge, as illustrated in the graphic 7. A comparative analysis of the averages within each overlap interval must be accompanied by a dispersion analysis based on standard errors to identify potential phase shifts (where a FI’s pool par-



tially overlaps another’s, as illustrated in the graphic 8). About type-2 benchmarking: The challenges in this form of benchmarking include: > Selecting the source that will provide the benchmark: similarity among the
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assumptions used in different IRRSs is important, as are the definitions of late payment, default and loss. For ratings scales, the underlying philosophy (PIT or TTC) is also important. For PDs, whether they are dynamic or static. > Defining a rule to match (map) the internal model’s estimations against the external benchmark (particularly necessary for pooled PDs). To perform this kind of benchmarking, the recommended general steps are: > Concerning the peer groups formed for type 1, the comparison may be drawn against the supplier’s own models (potentially with the inclusion of proprietary independent variables); > Obtaining the FIs’ stressed PDs for the pools that made up the peer groups; > Comparing the PDs generated by the supplier’s model with those of the FIs, generating dispersion matrices;



> Developing a pre-analysis of the differences. The comparison must be repeated periodically and the dispersion’s evolution over time must be observed and explained. The results are plotted on a dispersion matrix that, in general terms, will show some deviation from the diagonal (which would be the only completed part in the matrix if a method’s PDs were exactly the same as those obtained by means of the other). Typically, this will produce a deviation like the one shown next graphic 9. The benchmarking studies developed by the BCBS and FSA using the HPE approach are both type 1, but restricted to corporations, banks and sovereigns portfolios, which are typically LDPs. This involves a small volume of data that can be processed in any IT structure, even a laptop computer.
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For retail, however, benchmarking involves vast data volumes and the demand on IT resources places such efforts beyond the reach of most supervisors, while business firms (e.g. credit bureaux) are far better equipped and prepared to gather, process and analyze high volumes of data, and may greatly assist in this initiative. However, one problem that may emerge from this possibility is the potential reluctance from banks to send information to third parties, even if it only includes the identification of the obligor and exposure and the respective PD, LGD and EAD. One way to navigate this problem and ensure banking secrecy is to use a third party with notarial authentication powers (which this article will refer to as security manager) and computer encryption techniques, as follows: 1. Before gathering the data for benchmarking purposes, the security manager provides the participating banks with symmetrical algorithm encryption keys (the same key for all banks, referred to as “C”), or hashing algorithm seeds, digitally signed with the security manager’s digital certificate. 2. The banks use this key (or seed) to encrypt obligor identities (Taxpayer IDs of the consumers and SMEs treated as retail customers) and exposures (contracts). They then send the data to the organization charged with gathering the data and analyzing the results of the benchmarking study, which we will call Benchmarker. Together with the identification of the obligor or exposure, the banks also send the encrypted intermediate PD, LGD and FCC (which is part of EAD calculations) for each pool, in order to characterize the pool to which the obli-



gor and exposure belong, but without revealing them (preserving each bank’s methodology, such as mean, median, etc). Finally, the banks also send each obligor’s or exposure’s PD, LGD and FCC, unencrypted in this case, as the Benchmarker will need to group and compared them. 3. The Benchmarker receives the data and, without being able to identify either obligors or operations (not having been provided with the Security Manager’s symmetrical encryption key), groups, summarizes and sends the analyses back to the banks (comparing each one against the average of the peer group of compared banks). In addition (or alternatively), the Benchmarker may send the supervisor dispersion graphs of the risk parameters together with the respective analyses. With such a solution, information is segregated in such a manner as to preserve secrecy and confidentiality, since: The Security Manager only issues symmetrical encryption keys for AES- or Triple DES-type algorithms, for example. Alternatively hashing algorithms (MD5 or SHA-2) may be used, for which the manager would only send the banks the applicable root (or seed). Therefore, the Security Manager receives no information on obligors, exposures, or even data associated with each bank’s strategy (the intermediate values of PD. LGD or EAD used to define obligor and exposure pools). The Benchmarker receives sufficient information to perform comparisons and analyses, but, lacking access to the symmetrical encryption key (or hashing seed), is unable to identify/recognize obligors (Taxpayer IDs), or even the intermediate pool PDS, LGDs and FCCs (which re-
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flect banks’ strategies). The graphic 10 below illustrates the overall process:



Conclusion Although originally conceived simply as an internal validation tool for banks applying for IRB, Risk-Parameter Bench-



marking has become an imperative marketplace need in the sense of supporting and providing inputs to the various financial institutions’ models calibration, making the financial market more fair and competitive while maintaining the use of internal credit risk models, according to the rules and guiding principles set forth in Basel III.
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Downturn LGD: A More Conservative Approach for Economic Decline Periods
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Abstract The purpose of this paper is to identify a relevant statistical correlation between rate of default (RD) and loss given default (LGD) in a major Brazilian financial institution’s Retail Home Equity exposure rated using the IRB approach, so that we may find a causal relationship between the two risk parameters. Therefore, according to Central Bank of Brazil requirements, a methodology is applied to add conservatism to the estimation of the Loss Given Default (LGD) parameter at times of economic decline, reflected as increased rates of default. Keywords: A-IRB, Loss Given Default, Rate of Default.



1. Introduction Financial institutions that wish to use IRB (Internal Ratings Based) approaches pursuant to the recommendations of the Basel Committee on Banking Supervision as provided in the document titled "International Convergence of Capital Measurement and Capital Standards: a Revised Framework", or simply Basel II, must calculate the following risk parameters: Probability of Default (PD), Loss Given Default (LGD), Exposure at Default (EAD) and Effective Maturity (M). Central Bank of Brazil Communiqué No. 18.365 (2009) established the preliminary guidelines for using these appro-



aches, and allows larger banks to use the advanced approach based on the internal rating of exposures according to their credit risk, that is, the Advanced IRB approach, to which the literature refers as A-IRB. Central Bank of Brazil Circular Letter No. 3.581, dated March 8, 2012, addresses the standards governing the use of internal credit risk systems. In practice, Circular Letter No. 3.581 tropicalized the concepts of Basel II. According to Carvalho and Santos (2009) the A-IRB approach requires the most sophisticated models and is therefore more complex than the other approaches
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that Basel II discusses. Under A-IRB, Central Bank authorized institutions will be able to used their own estimates for Probability of Default (PD), Loss Given Default (LGD), Exposure at Default (EAD) and Effective Maturity (M), subject, at all times, to minimum criteria set forth by the supervising authority. LGD corresponds to the percentage loss relative to total exposure at the time of default, and must be determined for every contract in the portfolio that is in default status. According to article 75 of Circular Letter no. 3.581 and to paragraph 468 of Basel II, banks using the A-IRB method must estimate LGD parameters so that they cover a full economic cycle and are equal to or greater than the long-term weighted average of observed LGD percentages. According to Communiqué No. 18.365 and Circular Letter No. 3.581, where the losses show cyclicality characteristics, the LGD parameter must reflect periods of adverse economic conditions, a practice that is referred to in the literature as “downturn LGD”. Indeed, at times of economic downturn, obligors in arrears may have increased difficulty honoring their obligations, leading to higher loss rates for banks’ portfolios. In this case, the mean historic LGD, which may include a previous period of “economic normalcy”, will not provide an accurate indicator of the future losses faced as an adverse period arises, and will, in fact, underestimate the portfolio’s real loss potential. It is during recessive periods that both retail and wholesale loan portfolios face their greatest rates of default: as the economic scenario deteriorates, it may



compromise obligors’ capacity to honor their debts. Therefore, during economic downturns, a portfolio’s loss rates may be greater than during normal periods, and the portfolio’s downturn LGD must reflect this volatility. Circular Letter No. 3.581 addressed this point explicitly, as it provides that LGD estimates must be more conservative in the presence of a relevant positive correlation between the frequency of default and the magnitude of LGD. Given the above, calculating a downturn LGD is justified because, in almost every case, the LGD obtained from the historic average of recovery rates may not be independent from rates of default, requiring an added penalty for LGD estimates for the duration of economic downturn periods. In light of the foregoing, this paper’s research problem is to propose a downturn LGD for a Retail Home Equity portfolio that can reflect added conservatism at times when default rates are on the rise. Section 2 analyzes an overview of the available literature on rates of recovery and rates of default. Section 3 shows the application of the methodology developed in the literature to calculation of a downturn LGD. Finally, Section 4 presents the paper’s conclusions.



2.Literature Review The academic studies reviewed show that economic adversity and periods of high default imply greater expected losses. It is therefore a mistake to regard LGD as independent from rates of default (RD)
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and use only the long-term average LGD to estimate the portfolio’s future LGD. The conservatism supervisors require in connection with LGD estimates, according to Altman and Ssabato (2005), is due to the fact that Pillar 1 capital requirements under Basel II are highly sensitive to the magnitude of LGD, particularly as concerns retail asset classes. Therefore, requiring the calculation of a more conservative – downturn – LGD is intended to make sure that capital requirements accurately reflect the capital needed to face unexpected losses arising from credit portfolio exposures over long periods of time. Most of the academic studies on the dependence between the behavior of LGD and variables indicating economic downturns analyze data for debt issued by large businesses. For example, Altman et al. (2005) examine the rates of recovery of corporate obligations in 1982-2002 to conclude that macroeconomic variables do answer for a small part of the variation in rates of recovery. Arguments for evidence of dependence between the recovery of defaulting exposures and variables associated with recessive economic conditions can be found in Frey (2009), where the author shows that, during recessions, the recovery of defaulted obligations is around 30% lower than during periods of economic growth. His study, however, also examines American corporate bonds, where a high correlation between default and recovery can be found. Basel Committee 2005 document “Guidance on Paragraph 468 of the Framework Document” helps banks interpret paragraph 468 of Basel II as concerns the demand for downturn LGD.



The document describes the process to be followed to evaluate the potential effects of worsening economic conditions on recovery rates. According to the guidelines, the first step is to identify a historic period that can be characterized as a period of economic downturn. One understanding that can be derived from the document is that, if the recovery rates observed during the periods of highest defaulting are lower than the average long-term rates of recovery, there is a potential for increased losses in periods of rising default. Therefore, failing to adopt a conservative LGD estimate for this period may underestimate the capital needed to cover unexpected losses. We thus conclude that the appropriate approach to identify a period of economic decline must be based on tracking the historic observed rates of default and, as a result, periods in which historic observed rates of default are high will be then associated to a specific period of economic downturn for each credit portfolio. Our review of the literature revealed a single article that uses data for retail assets: Sabato (2009). According to the author, it was the first study that proposed to analyze the ties between rates of recovery and an economic downturn for this asset class. In the paper’s results, the author showed a high and positive Pearson correlation coefficient of .77 between LGD and default rates. The correlation was obtained using data from a portfolio of products categorized, as per Basel II, as Other Retail Exposures - ORE. On the other hand, in the same study, the author demonstrated the absence of significant correlation between
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v ariables in retail portfolios of products categorized as Qualified Revolving Exposures (-.84) and in Exposures to Small and Medium Enterprises (-.12), suggesting that these two asset classes do not require calculation of a downturn LGD. Identification of a statistical connection between two variables may not establish a casual tie between them. In this paper, we use a method supported by the literature and known as the Granger Causality Test, which allows finding a causal link (or temporal precedence) between any two variables, in the sense that variable X Grange-causes variable Y if the observed X in the present or past helps predict the future values of Y for a given horizon (GRANGER, 1969). Within the context of this paper, if the granger RD causes LGD, then changes in RD must precede changes in LGD over time. However, the two variables must be stationary, as the stationary condition is crucial to application of the Granger causality test (GUJARATI, 2004). Data constraints are a significant challenge in estimating LGD parameters in general and downturn LGD parameters in particular. Furthermore, there is no certain, supervisor-provided, methodology in terms of what methods are appropriate for conservative estimates of LGD under economic downturn conditions. Therefore, according to the method proposed in Sabato (2009), we regard an economic downturn as a minimum period of six months during which the observed rate of default is consistently higher than the long-term historic rate plus one standard deviation. The extent to which potential



 ependence between the rates of default d and LGD will imply increased conservatism in A-IRB models may vary significantly from one financial institution to another, given that the methodologies take internal databases into consideration for the purposes risk-parameter calculation. Therefore, the purpose of this study – that is, to calculate downturn LGD based on historic data for the Home Equity Retail sub-class, is to make sure that LGD includes future predictions of loss rates relative to the risks that increased defaulting may create.



3. Methodology The method proposed above to calculate downturn LGD consists of identifying the period of economic downturn and then calculating how much, in percentage terms, loss given default increases relative to periods of lower-than-average rates of default. Illustrating the method with data from Other Retail Exposures, as in Sabato (2009), the economic downturn period showed an average 17% increase in LGD for the category relative to the period in its entirety. This factor must be added to the portfolio’s LGD to increase the variable’s conservatism for the period of deteriorating economic conditions, that is, when the frequency of default starts rising to above-average levels. This paper adopted the downturn LGD development model proposed in Sabato (2009) and applied the technique to Home Equity Retail exposures of a major financial institution active in the domestic financial market. The LGD database consisted of
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monthly observed LGD data for the period from January 2008 to November 2011 (see graphic 1). The rate of default database was obtained from the Central Bank of Brazil Website and comprehend



the same period, that is, January 2008 to November 2011. The .71 correlation between loss given default and the rate of default is significant for the purposes of the study.
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3.1. Granger Causality Test for RD and LGD Although a strong Pearson correlation exists between the variables involved in our study, this alone does not mean that a causal tie is present, that is, that an increase in RD in a certain period does affect the increase in LGD in a subsequent period. The Granger Causality test is a VAR model, that is, a Vector Autoregressive model that examines linear relationships between each variable and the lagged values of itself and every other variable. Such models consider the presence of interdependence between variables and may assess the dynamic impact of random disturbances on the variables system, which makes them particularly useful and efficient in predicting the future behavior of interrelated time series (CAIADO, 2002). The stationary condition of the RD and LGD series is crucial to application of the Granger Causality Test method for the purposes of capturing causal ties between the variables. It is important to point out that if a series displays a unit-root, then it is non-stationary. The analyses show that LGD does have a unit-root, that is, is non-stationary. On the other hand, RD is stationary, as it lacks a unit-root. However, given the constraints of the data period, we decided not to develop vector models based on the cointegration of the variables. Assuming LGD to be stationary, the results we found using Eviews 5 and adopting a 5% significance level for each of the two tests, is that LGD causes RD (for 5 lags). This means that today’s changes in LGD will affect RD in 5 periods, that is,



today’s RD is impacted by the LGD from 5 periods ago, at a 5% significance level.



3.2. Economic Downturn Period As noted, the approach to identifying a period of economic downturn will be based on historic observed rates of default. We therefore considered a period of economic downturn to be a minimum period of six months during which the observed rated of default is consistently higher than the historic long-term rate plus one standard deviation. Give the information from our database, the period from January 1208 to August 2008 show rates of default in excess of 2.99%, which is the historic average plus one standard deviation. Therefore, this period will be regarded as a period reflecting adverse economic conditions.



3.3. Expected Average Increase in LGD More conservatively, the average expected increase in LGD may be calculated as the relationship between the downturn period’s weighted average LGD plus one standard deviation and the average LGD of the period of lowest rates of default minus one standard deviation. Our result is an LGD that is 7.73% higher during recessive periods than in periods of low defaulting. This implies an LGD that is 2 percentage points higher. In this case, the formula for the selected portfolio would be: dLGD1= 0.02 + ELGD (graphic 3)
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On the other hand, according to a slightly less conservative view, the average expected increase in LGD may be calculated as the relationship between the downturn weighted average LGD plus one standard deviation and the average LGD for the entire period minus one standard deviation. In this case, the result is an LGD



4. Conclusion This paper investigated a methodology that adds conservatism to LGD estimates at times when the beginning of an economic downturn is perceived. We developed a methodology that has been established for retail portfolios, but had never been applied to a Home Equity Retail portfolio. Despite the high statistical correlation between RD and LGD, we cannot, based on the statistical tools available, claim that the period marked by an economic downturn, that is, the period in which rates of



that is 7% higher during recessive periods than for the portfolio’s entire period. This implies an LGD that is 1.83 percentage point higher. In this case, the formula for the selected portfolio would be: dLGD2= 0.0183+ ELGD (graphic 3)



default follow a rising path, may have a future impact on increased economic losses arising from defaults. However, despite not having found that RD Granger-causes LGD, LGD must even so, as per the Central Bank’s recommendations, be more conservative in periods when default begins to rise. This paper attempted to determine how much more conservative we should be by applying an added penalty to estimations of LGD. We therefore tried to meet the Central Bank of Brazil’s requirements for
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the LGD estimates used in A-IRB. For future and supplementary studies, we suggest calculating more conservative metrics for portfolios where a significant correlation and time causality exist between rates of



recovery and collateral value, since, if such a relationship can be found, the deterioration of collateral values will bring about a potential increase in default-related losses and, consequently, in LGD.



Mauro Ribeiro de Oliveira Júnior Bachelor of Mathematics, Universidade Federal de São Carlos, Master of Mathematics, Universidade Estadual de Campinas, MBA in Risk Management, Fundação Instituto de Pesquisas Contábeis, Atuarias e Financeiras – FIPECAFI. Currently a Doctor of Statistics candidate at Universidade Federal de São Carlos and employed at a domestic retail bank. Contact the author: [email protected]



Armando Chinelatto Neto Bachelor of Economics and Master and Doctor of Applied Economics, Universidade Federal de Viçosa – UFV. MBA in Risk Management, Fundação Instituto de Pesquisas Contábeis, Atuarias e Financeiras – FIPECAFI. Con-



Referências



sultant to the CEO at a domestic retail bank. Contact the author: [email protected]



ALTMAN, Edward I.; BRADY, Brooks; RESTI, Andrea; SIRONI, Andrea; “The Link between Default and Recovery Rates: Theory, Empirical Evidence, and Implications”. Journal of Business, 2005, vol. 78, no. 6.



ALTMAN, Edward I. and SABATO, Gabriele, “Effects of the new Basel Capital Accord on Bank Capital Requirements for SMEs”, Journal of Financial Services Research, Vol. 28, 2005.



Banco Central do Brasil, “Comunicado Nº 18.356”, Bacen, 2009.



Banco Central do Brasil, “Circular Nº 3.581”, Bacen, 2012.



Basel Committee on Banking Supervision, “International Convergence of Capital Measurement and Capital Standards: A Revised Framework” (the Basel II Framework Document), www.bis.org, 2004.



Referências



51



Basel Committee on Banking Supervision, “Guidance on Paragraph 468 of the Framework Document”, www. bis.org, 2005.



CAIADO, J. (2002). “Modelos VAR, Taxas de Juro e Inflação”, Literacia e Estatística (Ed. P. Brito, A. Figueiredo, F. Sousa, P. Teles e F. Rosado), Actas do X Congresso da Sociedade Portuguesa de Estatística, 215-228.



CARVALHO, Dermeval Bicalho; SANTOS, Gustavo Martins dos. “Os Acordos de Basileia – Um roteiro para implementação nas instituições financeiras”, http://www.febraban.org.br/p5a_52gt34++5cv8_4466+ff145afbb52ff rtg33fe36455li5411pp+e/sitefebraban/Artigo_Basileia_6.pdf, viewed on Feb/15/2012.



Comitê de Basiléia de Supervisão Bancária, "Convergência Internacional de Mensuração e Padrões de Capital: Uma Estrutura Revisada" (Acordo de Basiléia II), www.bis.org, 2004.



COVITZ, Daniel; HAN, Song; “An Empirical Analysis of Bond Recovery Rates: Exploring a Structural View of Default”. Division of Research and Statistics, The Federal Reserve Board, 2004.



FRYE, Jon, "Collateral Damage", RISK, Vol. 13, No. 4, (April 2000), pp. 91-94.



GRANGER, C. (1969), “Investigating causal relations by econometric models and cross-spectral methods”, Econometrica 37, 424–438.



GUJARATI, D.N. Econometria Básica. 4ª Edição, São Paulo: Pearson Education do Brasil, 2004.



SABATO, Gabriele, “Perda por Inadimplência Durante Declínio Econômico: Quando e como aumentar o conservadorismo”, Tecnologia de Crédito. São Paulo, v. 65, p. 4-38, ano 2009.



Positive Prepare sua empresa para extrair o máximo de benefícios







Saiba como explorar todo o potencial dessa nova realidade







Conceda mais crédito com menos riscos



 



Aperfeiçoe sua gestão de clientes







Minimize prejuízos causados por fraudes e inadimplência



dos dados positivos com a ajuda da Serasa Experian. Positive-se! Contrate agora mesmo a Consultoria Serasa Experian em Cadastro Positivo e rentabilize suas decisões de negócios.



Para saber mais, acesse serasaexperian.com.br/cadastropositivo ou ligue para 0800 773 7728



Aumente o retorno das suas ações de cobrança



+



++



Revista Tecnologia de Crédito online Acesse informação de ponta, onde você estiver.



Sua revista Tecnologia de Crédito é publicada exclusivamente na web.



É mais um passo da Serasa Experian para a redução do impacto de suas atividades sobre o meio ambiente, além de um alinhamento à tendência global da universalização de conteúdos.



Acesse: serasaexperian.com.br/tecnologia-de-credito, e mantenha-se bem informado sobre o mercado de crédito.













Suggest Documents










Big Data & Big Business





Read more





 




Big data & Small data





Read more





 




Big Data Big Security Risk





Read more





 




Big Risks In Big Data





Read more





 




An Introduction to BIG DATA





Read more





 




Big Data: Big Opportunities, Big Risks and Big Realities





Read more





 




HOW BIG DATA DRIVE GREATER MSBR





Read more





 




Big Data Must Overcome Big Data Quality Challenges





Read more





 




Finding Useful Information for Big Data





Read more





 




Big Data Systeme & Recommendations





Read more





 




Oracle Big Data Discovery





Read more





 




BIG DATA TRANSFORMS BUSINESS





Read more





 




Oracle Big Data Discovery





Read more





 




Big Data Hadoop Developer





Read more





 




Oracle Big Data Discovery





Read more





 




Big Data for Leaders





Read more





 




Big Data for Business





Read more





 




FEDERAL BIG DATA SUMMIT





Read more





 




Big Data y Seguridad





Read more





 




Big Data. July





Read more





 




Big Data Prophylactics





Read more





 




What is big data software? How is it different than non-big-data software?





Read more





 




Personalization Journey: Leveraging Big Data to Drive Big Growth





Read more





 




How to turn data into a strategic asset





Read more





 












×
Report "Big Data: How to Turn Big Data Into Great Information"





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes












Copyright © 2024 KIPDF.COM. All rights reserved.

About Us |
Privacy Policy |
Terms of Service |
Help |
Copyright |
Contact Us










×
Sign In






Email




Password







 Remember me

Forgot password?




Sign In




 Login with Google
 Login with Facebook














