












































	 Home
	 Add Document
	 Sign In
	 Create An Account
































Autonomous Vehicle Control using Image Processing









Autonomous Vehicle Control using Image Processing
Nikolai Schlegel
Thesis submitted to the Faculty of the Virginia Polytechnic Institute and State U... 




Author:
Job Fleming 




 1 downloads
 0 Views
735KB Size



 Report







 Download PDF 






















































Recommend Documents














Digital Image Processing Using LabView 













 









Knowledge Processing for Autonomous Robot Control 













 









IMAGE PROCESSING USING CLOUD-COMPUTING 













 









6.186 Mobile Autonomous Systems Laboratory Java Image Processing Tutorial 













 









INDISYSTM Complete ImAGe processing AND CoNtRol 













 









Imaging Equipment, Control Software, and Image Processing 













 









Image Processing Using Pearson s Correlation Coefficient: Applications on Autonomous Robotics 













 









Detection of Fibroid Using Image Processing Technique 













 









Comparison of Three Control Methods for an Autonomous Vehicle 













 









Development of Autonomous Underwater Vehicle towards Visual Servo Control 













 









NEW IMAGE PROCESSING TOOLBOX USING MATLAB CODES 













 









LEAF DISEASE SEVERITY MEASUREMENT USING IMAGE PROCESSING 













 









Practical Image and Video Processing Using MATLAB 













 









Betel Leaf Area Measurement Using Image Processing 













 









Fast Detection of Deflagrations Using Image Processing 













 









Concealed Weapon Detection Using Image Processing 













 









Lung Cancer Detection Using Image Processing Techniques 













 









Research Article An Autonomous Underwater Vehicle Simulation Using Linear QuadraticServoBasedonOpenControlPlatform 













 









Development of Steering Control System for Autonomous Vehicle Using Geometry-Based Path Tracking Algorithm 













 









Sentry Autonomous Underwater Vehicle (AUV) 













 









PENSHIP V4 Autonomous Surface Vehicle 













 









Multiple Autonomous Surface Vehicle Project 













 









Autonomous Underwater Vehicle Integration Project 













 









Autonomous Car-Control Mechanism 













 
















Autonomous Vehicle Control using Image Processing



Nikolai Schlegel



Thesis submitted to the Faculty of the Virginia Polytechnic Institute and State University in partial fulfillment of the requirements for the degree of



Master of Science in Electrical Engineering



Dr. John S. Bay, Chair



Dr. Pushkin Kachroo, Member



Dr. Charles E. Nunnally, Member



January 27, 1997 Blacksburg, Virginia



Keywords: autonomous vehicle, lateral control, image processing, telerobotic operation, H-Infinity control Copyright 1997, Nikolai Schlegel



Autonomous Vehicle Control using Image Processing



Nikolai Schlegel



(ABSTRACT)



This thesis describes the design of an inexpensive autonomous vehicle system using a small scaled model vehicle. The system is capable of operating in two different modes: telerobotic manual mode and automated driving mode. In telerobotic manual mode, the model vehicle is controlled by a human driver at a stationary remote control station with full-scale steering wheel and gas pedal. The vehicle can either be an unmodified toy remote-control car or a vehicle equipped with wireless radio modem for communication and microcontroller for speed control. In both cases the vehicle also carries a video camera capable of transmitting video images back to the remote control station where they are displayed on a monitor. In automated driving mode, the vehicle’s lateral movement is controlled by a lateral control algorithm. The objective of this algorithm is to keep the vehicle in the center of a road. Position and orientation of the vehicle are determined by an image processing algorithm identifying a white middle marker on the road. Two different algorithm for image processing have been designed: one based on the pixel intensity profile and the other on vanishing points in the image plane. For the control algorithm itself, two designs are introduced as well: a simple classical P-control and a control scheme based on H∞ . The design and testing of this autonomous vehicle system are performed in the Flexible Low-cost Automated Scaled Highway (FLASH) laboratory at Virginia Tech.
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Chapter 1 Introduction 1.1



General Motivation



In recent years, a lot of research has been done in the area of automated vehicles and automatic highway systems (AHS), see [4], [5], [6], [7], [8], [9], [10] and many others. All this research has a common goal: to make driving on today’s highways safer and easier. The requirement of making driving easier especially comes into play in lengthy trips on highways or interstates when the driving process itself is not difficult, yet the drivers’ full attention is necessary to keep the vehicle on the road. Such driving is very boring and can lead to accidents when the driver gets distracted for a longer time or even falls asleep. One step towards a solution exists already in most of today’s cars. A cruise control relieves the driver from constantly having to adjust the speed of the car. Instead, a feedback loop with a controller will keep the speed constant at all times and as a consequence, the driver can take his foot of the gas pedal. The logical consequence would therefore be to have an “advanced” cruise control that also relieves our driver from the tiring burden of steering the vehicle. Analogous to today’s cruise controls that keep constant speed, such a system could keep the vehicle in one lane of a highway at all times. A possible scenario for such an advanced cruise control could look like this: a driver steers the vehicle manually from his point of origin onto the nearest highway. Once on the highway, he will bring the vehicle into a desired lane and cruising speed and then press a button that will allow the advanced cruise control to take over. The system will keep speed and 1
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lane for the driver, therefore relieving him of the actual driving process. The driver’s task is now only to monitor the system and possibly react in an emergency.1 Once the driver comes close to his destination, he will turn off the advanced cruise control and manually steer off the highway to his final destination. Of course, there are lots of possibilities to even improve this scenario: the system could assist the driver not only with lane keeping but also with lane changing, it could detect emergencies like obstacles by itself and when combined with some navigation device possibly even have the vehicle under complete automated control all the way from origin to destination.



1.2



Motivation for Thesis Work



The previous section outlines the general motivation and goal of this thesis work: To design an advanced cruise control that keeps both the speed and the lane for the driver. Since there has been so much research going on in the area of automated vehicles and intelligent highways, a number of projects exist in which such an advanced cruise control has been implemented both on full-scale and model vehicles. These projects vary in the types of sensors used for the the automated driving (infrared [1, 2], ultrasonic [1, 2], magnetic [4, 5] or video image [8, 9]) and the type of controller used (classical controller [9], fuzzy logic [7], neural network [6], H∞ [11] etc.) In this thesis, the above outlined advanced cruise control will be implemented on a small scale model vehicle using a video image as sensory input and several different control designs for the automated driving. A video image as sensory input was chosen because of its similarity to the way a human drives a vehicle. However, the best type of input for a full-scale automated driving system is probably a combination of the sensors mentioned above (sensor fusion). The work also includes a way to let a human driver manually steer the model vehicle from a remote control station that emulates the controls of a full-scale vehicle. This was done to fully implement the scenario of Section 1.1 on a small scale. This thesis work has to be seen in the context of the work and the idea of the FLASHLaboratory at the Center for Transportation Research (CTR) [1, 2]. The acronym FLASH stands for F lexible Low-cost Automated S caled H ighway. It is a small scale (approximately 1/15th) instrumented model of an AHS system and is presently in development at the 1



This scenario is similar to the way commercial planes are flown. Once in the air, the pilots engage the autopilot and only monitors its work.
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CTR. In this laboratory, small scale instrumented vehicles are used for experimentation. The laboratory is being developed so that it will have a modular and portable highway vehicle system which can be easily modified to suit various experimentation needs. This laboratory can be used to test the effects of various alternative methods for the different aspects of AHS on the system. Examples for vehicle systems that have already been implemented or are planned for the FLASH-Lab are: a vehicle with lateral control based on infrared sensors, a vehicle that follows a lead vehicle with an ultrasonic sensor, lateral control based on magnetic markers etc. (see [1] and [2]). It is therefore desirable to also to have a vehicle system that is based on video input and image processing as part of the FLASH-Lab vehicle park, since image processing is one of the possible future ways to implement such an automated driving.



1.3



Problem Analysis



Based on what is said in previous sections, the design work to be done can be broken down into two major parts: 1. Find a way to operate a model vehicle using telerobotic remote operation while at the same time simulating full-scale driving as closely as possible. 2. Design and implement a system that will keep a model vehicle’s speed constant (longitudinal control) and at the same time keeping it on the model highway (lateral control) In the next two subsections, the main aspects of telerobotic operation and automatic control are outlined.



1.3.1



Telerobotic Operation



When operating the model vehicle, the human driver cannot be in the vehicle, for obvious reasons. Therefore, the key issue for a simulation of full-scale driving with a model car is to provide the same environment to the human driver that he would encounter during real-life driving. Ideally this environment includes visual, audio and sensory clues. Since the visual reference is the most important for driving, a simulation is normally restricted to this type of sensory input. Note that this telerobotic operation of a small scale model that simulates a full-scale vehicle has to separated from a human driving a full computer simulation of a full-scale vehicle. It is assumed here that reactions of the human driver
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will be different when he is driving a real vehicle than when he is just steering a computer simulation. Part of the environment is further to simulate the controls of a full-scale vehicle as close as possible. This includes the steering wheel, the gas pedal, a brake, a gear shift, etc. The input of the human driver to these controls should have the same effect as they would have in a full-scale vehicle. This leads to a division of the system for telerobotic operation up into two separate units or subsystems (Figure 1.1). One is the mobile model vehicle that executes the driving commands and collects the visual input whereas the other one is a stationary remote control station with full-scale driving controls operated by a human driver. Placed before the controls is a video monitor to reproduce the visual environment in front of the mobile unit.



Video Monitor+ Receiver



Receiver



Steering Wheel



Camera



Transmitter



Pedals



remote control station



mobile unit



Figure 1.1: Separate subsystems for telerobotic operation



1.3.2



Automated Vehicle Control



In automated mode, the driving commands from a human driver are replaced by a controller that generates these commands from the information it gets as its input, in this case visual information from a camera mounted on the mobile vehicle. Here, a separate stationary unit is no longer necessary, since the controller could be located on the vehicle itself. However, there are certain advantages to having the controller stationary. These include constraints in the available space as well as limited computing power on-board the vehicle. Therefore in this design, the image recorded by the camera on the vehicle is transmitted back to a computer at the remote control station. This computer has
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the necessary image processing hardware and runs a program to do the automatic lateral control. The automatic lateral control based on image processing is actually a two-step process (Figure 1.2). The goal of the first step, the actual image processing, is to obtain the position of the vehicle with respect to the road from the video image. In the second step this information is used as the input to a control algorithm. The output of this algorithm will be a steering angle that will maintain the vehicle in a desired position on the road. The control algorithm can be based on classical controllers (P, PI, PID) [9], on modern robust control theory [11] or on any other method that is suitable to do the controlling (e.g. a neural net, [6]).
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Figure 1.2: The two steps of automatic lateral control



1.4



Contributions of this Thesis



After some motivation for the problem and after giving some problem analysis, here is a quick overview about the contributions in this thesis work: • Make one of the already existing FLASH-Lab vehicles suitable for telerobotic operation. This means mainly creating a software environment that accepts human driving commands, communicates them to the vehicle and executes them. • Addition of the necessary hardware to the system for an automated lateral control mode based on image processing. • Addition of modules to the existing software environment that implement the software part of the automatic lateral control based on image processing. • Implementation and experimentation with two different methods to obtain position information from a video image.
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• Design and implementation of a straightforward lateral controller based on classical control principles. • Adaptation of an existing mathematical model for lateral vehicle control to the specific hardware in use. Use of parameter estimation for hard-to-measure parameters in the system. • An attempt do design a modern robust controller based on the model gained by parameter estimation.



1.5



Outline of the Following Chapters



Chapter 2 goes into the details of the hardware of vehicles that are used in the FLASH-Lab for this thesis. All the hardware that is described here already existed by the time the author started working in the FLASH-Lab. The following chapter, Chapter 3, is intended to outline the fundamentals of operating the telerobotic model vehicles. The main focus in this chapter is on the software for telerobotic operation. This includes both software running on the vehicle’s computing unit (if the vehicle is equipped with one) and the software running on the control computer at the remote control station that accepts the driving commands from the human operator. In Chapter 4, the existing telerobotic operation design is modified to include an automated control mode based on image processing. First, the additional hardware for this mode is described and then the necessary modifications to the software environment are explained. Chapter 5 deals with different algorithms that can be used for image processing to obtain the position of the vehicle. Two algorithms are presented: one based on a pixel intensity profile, the other on edge-detection combined with an analysis of lines in the image. The sixth chapter gives the details of the different control algorithms used for vehicle control. It starts with an explanation of a longitudinal speed controller used both in telerobotic and automated mode and then continues with the lateral steering control. For the design of the lateral control algorithm, a simple straightforward classical controller is described first. In a second approach, the chapter then outlines a way to come up with a mathematical model of the vehicle and its interaction with road by using parameter estimation. Based on this mathematical model, a robust H∞ controller is designed for lateral control. The thesis finishes with Chapter 7 in which some conclusions about the work done are drawn. It also gives some outlook on possible future work.



Chapter 2 Existing Hardware and Modifications Unlike other projects in the area of telerobotic control or automated vehicles, the main focus in this project was not to make the vehicle and its supporting infrastructure as sophisticated as possible by using high-end technology like parallel computers, image processing chips and so on, but instead as it is stated in the acronym for FLASH, to make such a vehicle as cheap, easy to build, and easy to modify as possible [1, 2]. This approach allows experimentation with a number of similar model vehicles, each worth less than $1000 in hardware cost. The main issue as far as the hardware is concerned is therefore to use standard equipment like IBM compatible PCs, standard microcontrollers, a prefabricated chassis for the vehicle etc., and to try to avoid using specialized (and therefore expensive) hardware wherever it is feasible. This chapter describes the details of the hardware used in this project. It starts with a short description of the model vehicle that was used as a basic chassis. Then the two different types of modified vehicles are described: the straightforward and easy-to-modify RC-vehicle (Type I) and a more sophisticated Type II with microcontroller and wireless serial communications link. However, even with the more sophisticated Type II vehicle, an inexpensive design was still the primary objective. It should be mentioned at this point that most of the hardware modifications described in this chapter were not done by the author of this thesis and are not regarded part of the thesis work. Nevertheless a detailed description is given here both for the purpose of documentation and to explain the foundations on which this thesis work builds.
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The Basic Frame for the Vehicle



The basic framework used for the vehicle is a model of an all-terrain (dune buggy) remote control car in the scale 1:15. In this case, a model from TAMIYA was used. Such cars are available in hobby stores like Radio Shack for less than $100.1 Therefore, this toy model car provides an inexpensive chassis for the additions necessary in order to make it capable for telerobotic and automatic mode (see Table 2.1 and Figure 2.1).



Name Manufacturer Scale Motor Drive battery Max. Speed Turning angle Remote control Dimensions



Table 2.1: Technical data for vehicle Rookie Rabbit Off Road Racer TAMIYA 1 : 15 6 Vdc Type 540 with gear box 7.2V NiCd racing pack ≈ 15 km/H ±35o 2 Channel transmitter / receiver operating at 27.255 MHz 30cm x 12cm x 6cm



In fact, any type of model vehicle could have been chosen for our purpose, since they all have similar features. Choosing an off-road all-terrain vehicle has the advantage of a very robust design. The vehicle is equipped with a standard 6V DC motor that drives the rear wheels. With this motor, it is capable of speeds up to 10 MPH. Different speeds for the motor are achieved by using a pulse-width-modulation (PWM) of the motor voltage. The PWM signal is created in the motor-control unit (MCU) that is located on the same circuit board as the receiver electronics. The front wheels have a mechanical connection to a standard RC steering servo that is also controlled by PWM signals. This servo makes it possible to move the front wheels to an angle of about 35o to both sides. By using two different PWM signals, it is therefore possible to control both the longitudinal and the lateral behavior of the model vehicle. One modification that was immediately applied to all model vehicles used in the FLASH-Lab is replacing the plastic off-road tires by low-profile rubber tires that are more suitable for indoor use. The vehicle comes with a standard remote control set. It consists of a hand-held transmitter with potentiometer (variable resistor) type input devices for giving steering and speed commands. On the vehicle itself is a circuit board that contains the receiver and the motor1



See the Appendix for an address list of hardware suppliers
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Figure 2.1: Picture of unmodified / Type I vehicle



control unit. In the MCU, drive commands from the receiver are converted to high-power PWM voltage cycles to drive the steering servo and the drive motor. All the electronics on the vehicle including the servo and the motor run of a single 7.2V NiCd battery.



2.2



Type I Vehicle: RC with Modified Transmitter



The original goal was to make as few modifications to the basic vehicle hardware as possible. The only significant alteration necessary for telerobotic operation is modifying the transmitter part of the remote control, so that it can get its input (the steering commands) from different sources. The original transmitter unit has two potentiometers (variable resistors) that are used to input the desired steering angle and speed. The actual input to the transmitter electronics is the variable resistance and therefore the voltage drop over these two potentiometers (see Figure 2.2). Although this manual input for steering commands is still necessary for telerobotic operation, it alone is not sufficient, since it provides no way to modify, store or otherwise process the commands given by the human operator. By inserting a computer between the actual source of the driving commands and the transmitter unit, a way to process commands is made possible. In addition, the advantage of using a PC as an intermediate step is that the actual driving command input can now be selected from a number of sources. Examples are of course some type of manual input device like the previously used potentiometer.



Nikolai Schlegel



Chapter 2. Existing Hardware and Modifications



10



One device that immediately comes to mind in connection with a computer is a joystick. But the driving commands could also originate from a table in the main memory of the computer, a data file or they could even be generated inside a control program (Figure 2.2). Steering input



Memory



... 128 128 64 192 ...



Steering input



Variable Resistor



D/A Converter



digital data



Computer



analog voltage



D/A



File Transmitter



Standard Transmitter







Program



... steer = -K * error; speed = 10 * input; ...



Transmitter



Modified Transmitter



Figure 2.2: Conventional input of driving commands vs. modified input The actual hardware modification to the transmitter unit is done by disconnecting the two potentiometers and routing their connections to the outside of the unit. The transmitter unit then has two ports that accept variable voltage levels as a measure for the desired speed or steering angle. These analog voltage levels are provided by a D/A board plugged into the computer. Passing a digital value to the board by calling one of its API functions will result in an analog voltage at one of the outputs of the board [14]. Table 2.2 shows some technical data of the D/A board in use. The control computer itself will be described in Section 3.1.2.2. Table 2.2: Technical data for the D/A board Name CIO-DAS08/Jr-AO Manufacturer ComputerBoards, Inc. D/A Channels 2 Resolution 12 Bit Voltage Range -5 V . . . +5V Bipolar Interface Plugs into standard AT-Bus slot (Note: Board also comes with 8-channel AD converter)
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Although this design is very simple and is useful for quick testing of the hardware, it has a number of disadvantages. The most serious one is that the control over speed and steering angle is very inaccurate due to the way the transmitter/receiver unit is designed: the steering and speed commands are transmitted as analog values in the form of varying frequencies. This poor design comes into play especially at low speeds that are therefore very difficult to achieve. Of course this limitation comes from the original design of the vehicle as a high-speed robust off-road racing car. The next section will outline how this disadvantage can be overcome with a different type of vehicle design.



2.3



Type II Vehicle: Serial Link with Microcontroller



The Type II vehicle is an improvement over the Type I design in the sense that it overcomes some of the limitations of the earlier design. This is done by applying the same general type of modifications on the receiver side as were done on the transmitter side on the first design: introducing more hardware in the path of the driving commands to make the execution of these commands more accurate and more flexible.



Figure 2.3: Picture of Type II vehicle One part of this hardware modification is to use a microcontroller to interface with the motor-control unit instead of directly connecting it to the receiver. This ensures not only a more precise execution of the commands by generating well-defined signals in the microcontroller, but provides also the ability to make sure that the commands are really executed the way they are should to be (using some form of feedback).
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Another part of the modification is to replace the analog transmitter/receiver pair with a wireless digital communication link. This improves the signal quality in communications and makes a two-way communication possible.



2.3.1



The Microcontroller On-Board the Vehicle



For the on-board computing device, we decided to use the 68HC11 microcontroller from Motorola [16]. The HC11 has been chosen for its simplicity of operation and availability of software. It is used here on a special board from CoActive Aesthetics called the GCB11 (see Table 2.3). It has its own embedded C code functions to simplify the task of programming the system [15]. Table 2.3: Technical Data for GCB11 board Name GCB11 Manufacturer CoActive Aesthetics Microcontroller 68HC11F1 from Motorola Operating frequency 14.764 MHz RAM 8K EPROM 32K Interface All ports A - G of HC11, RS-232, RS-485 Software API Standard Serial I/O (GIO), Port I/O (GAPP), multi-node Network I/O (GNET), Operating system monitor / debugger (GBUG) These C functions, located in a 32K EPROM, are grouped into different modules. There is the GIO module used for standard I/O going over the serial RS-232 interface. The GAPP module provides functions for everything that has to do with the output-compare registers (OCx) and the input-capture registers (ICx) as well as their respective pins on the HC11. The HC11 has a number of 8-bit ports (port A, B etc.) that are used for input and output with the outside world [16, 19]. Some of these ports can be configured to perform special functions. The different bits of port A for example can be configured to interface with the above mentioned output-compare and input capture-registers (see Figure 2.4 and the explanations below and in Section 3.2.1 on how these registers can be used). Specifically, GAPP includes functions for counting digital pulses and performing pulsewidth-modulation of the supply voltage for a DC-Motor. Both types of functions are used extensively on the vehicle and will be described in more detail later. The ROM also contains the GNET module for network I/O using the on-board RS-485 connector and GBUG, a monitor/debugger to operate the GCB11 board [15].



Nikolai Schlegel



Chapter 2. Existing Hardware and Modifications B7



$1000



13



B0



PAI/OC1 OC2/OC1 OC3/OC1 OC4/OC1 OC5/OC1



IC1



IC2



IC3



IC1-IC3 & OC1 - OC5 (= PA0-PA7 of port A)



Figure 2.4: OCx and ICx register of HC11



For programming, the board also comes with 8K of RAM. The development and compilation of programs is done on a separate host computer after which the executable code is transferred to the microcontroller via the serial port of the board. The microcontroller as it is used on the model vehicle interfaces with the motor control unit that is part of the original vehicle’s drive electronics. This interface consists of three of the HC11’s outputcompare pins (see Figure 2.5). The unit gets its input in the form of PWM voltages. In the unit itself, theses low power signals are converted to a high power output without changing the shape of the signal. This is done by utilizing two H-bridge circuits with four power transistors for the drive motor and the steering servo. See [3] to where exactly on the circuit board the H-bridges of the MCU are connected to the HC11 ports. In order two protect the sensitive ports of the HC11 from the MCU, a 7404 Inverter-IC is used for buffering. 7.2V 7.2V
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Figure 2.5: Interface to motor-control unit
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On the HC11 side, the GAPP module provides all necessary functions to create varying PWM cycles on the output-compare pins. It does this by regarding each output-compare register and its corresponding pin as a logical motor. All the user has to do in software is to set the base frequency and the duration of the high period for each logical motor. The base frequency for all logical motors used is set to 15 ms. In order to move the steering servo assigned to logical motor 0 (corresponding to OC2), the PWM cycles have to be in the range given in Table 2.4 (see also [27]). Note that the steering signal is only inverted once; the servo therefore actually gets the inverse of the signal on OC2. Table 2.4: PWM cycles for steering servo Time Position of front wheels 0.38 ms far left 0.61 ms straight ahead 0.85 ms far right Although physically connected to the same motor, rotating the drive motor forward and reverse is done by two different logical motors (logical motors 3 and 1, see Figures 2.5 and 2.6). The PWM signals from these two logical motors drive two different power transistors of the same H-bridge. Care must be taken that both transistors are not driven at the same time, because this will result in a short circuit in the H-bridge. The high times for the logical motors connected to the drive motor can be in the full range between 0 milliseconds to 15 milliseconds. ... ga_motor_speed(3,50); // logical mot 3 to 50% ... Drive Motor



... ga_motor_speed(0,10); // logical mot 0 to 10% ... Steering Servo
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Figure 2.6: Program code → signal → movement of actuator.
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As has been mentioned before, a microcontroller can also be used to ensure that driving commands are executed properly. A good example is a speed command. A desired speed is sent to the vehicle. The microcontroller on-board the vehicle measures the actual speed and compares it to the desired value. Using some kind of controller, the output of the microcontroller to the drive motor can then be altered to match desired and actual speed. For this case it is necessary to determine the actual speed of the wheels. This can be done with an encoder that is mounted on the axle of the drive motor. When the motor is turning, this encoder will send out pulses (square waves) with the number of pulses per time period being proportional to the rotation speed of the axle. These pulses are feed into one of the input-capture registers (here IC1) where they can be counted using functions in the GAPP module (see Figure 2.7).



... ga_get_count(1,&count); // Get pulse count from IC1 ...



Encoder



Signal



Program Code



Figure 2.7: Encoder → signal → program code



2.3.2



The Wireless Serial Link



The second major change to the Type I vehicle is replacing the standard analog transmitter/receiver pair by a digital communication link. A digital communication channel is by its very nature less sensitive to noise than an analog channel. In addition to that, it allows transmission error detection and possibly correction. For a wireless digital communication system we considered cellular, infrared, and radio technologies. All are available technologies; the cheapest is the infrared but it restricts us with limited space and range. The cellular technology right now is booming, yet it is very expensive at this time. Therefore, we chose a wireless radio modem to be the communication link. We selected the COMRAD (CCL901-DP) wireless data link radio modem (Table 2.5). This package comes with two CCL901 transceiver units, compatible software, two power adapters, two serial cables and user manuals.
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Table 2.5: Technical data for wireless modem Name CCL901-DP wireless data link radio modem Manufacturer COMRAD Frequency 902 - 928 MHz Range over 200 Ft indoors Data rate 1200 - 38400 BPS (used at 19200 BPS) Interface RS232 (one-way or two-way) Channels 2 out of 40 factory fixed channels Power 6.25 - 10 Vdc Dimensions 18cm x 10 cm x 4 cm COMRAD assures compatibility between hardware and software by featuring a standard RS-232 connection with both full duplex and half duplex. Therefore the use of this wireless serial link does not differ from the use of a standard two-way serial null-modem cable to connect two computers. The fact that the link is wireless is completely transparent to the computers at both ends.



Chapter 3 Telerobotic Operation 3.1 3.1.1



Hardware for Telerobotic Operation Modifications for the Vehicles



On the hardware side of the vehicles, no further modifications have to be made. Both types of vehicles described in Chapter 2 can be used in their present form for telerobotic operation.



3.1.2



The Remote Control Station



So far, the mobile part of the system has been described. Telerobotic operation however also requires a stationary unit that allows the input of driving commands. In the current layout of the system, a steering console with pedals is used. In addition to the actual input device (sensor), a subsystem to further process this input might be required. This is done by using a standard PC. A second computer might be added to supervise the work of this control computer (see Section 3.1.2.4). Finally, a communication link to the mobile unit is required, in this case the other half of the wireless serial link described in Section 2.3.2. These components together with a video monitor form the remote control station, which is the stationary part of the system. Figure 3.1 gives a complete overview on all components of the system. The modifications for automated driving mode will be discussed in Section 4.1.
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Figure 3.1: The different hardware components of the system



3.1.2.1



The Steering Console



In order to simulate the controls in a real vehicle as closely as possible in telerobotic operation, the remote control station is equipped with a steering console. This console consists of a steering wheel, a digital joystick that can be used as a gear shift, several buttons as well as a gas- and a brake pedal. The steering console in use is a Thrustmaster Formula T2, originally intended for computer games (refer to Table 3.1 and Appendix for manufacturer address). The whole console is in fact nothing but two standard analog PC joysticks in a slightly different shape. With such a standard analog PC joystick, two analog signals are created by moving it in X- and Y-directions. Table 3.1: Technical data for steering console Name Formula T2 Manufacturer Thrustmaster Inputs 4 analog (wheel, pedals), 4 digital (gear shift, buttons) Connection 15 pin game port
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Turning the steering wheel corresponds to moving joystick 1 in the X- or Y- direction (either signal can be used). Pressing the gas pedal is equivalent to moving joystick 2 in the X-direction whereas pressing the brake pedal is the same as moving it in Y-direction. In general, a PC joystick creates a signal with a value corresponding to the proportion of the applied movement although it is not necessarily linear (moving e.g. the gas pedal down two times a distance does not necessarily create a signal twice as large). If linearization is desired, this can be achieved using a look-up table for the joystick. In this case, a linearization of the steering console inputs was not done. The steering wheel of the console is used for lateral commands to the vehicle (moving the steering servo), while the gas pedal provides an analog signal to control longitudinal movement. In the current setup, the brake pedal is not used, since the model vehicle doesn’t have active brakes. Figure 3.2 shows the movement of the joysticks and their corresponding movements on the console. X1, Y1 X1



X2 Y2



Y1



X2 Joystick 1



Joystick 2



Y2



steering console



Figure 3.2: Corresponding movements on joysticks / steering console



Moving the digital joystick on the steering console back and forth corresponds to pressing the two fire buttons of joystick 1. This digital joystick is used as an “gear shift” to change driving direction from forward to reverse. Finally the two buttons on the console, that correspond to the fire buttons on joystick 2 are used to switch from telerobotic to automated mode (see Section 4.3.2) and to turn the system off.



3.1.2.2



The Control Computer



Even though it is located outside the vehicle, the control computer is in effect “the brain” of the remotely operated vehicle, because all high-level processing is done on it. For example all driving commands go through this computer whether they originate from a human operator in telerobotic mode or from a controller in automatic mode (see 4.3.2)).
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The control computer is a standard IBM 386 PC. No modifications on this PC were necessary apart from inserting the cards needed for telerobotic and automated operation (frame grabber, joystick interface and data acquisition board). Although this PC does have a monitor and keyboard for testing purposes, they will not be necessary once everything is done. The computer is running standard MS-DOS as the basic operating system. On top of DOS sits a software-kernel providing the PC with multitasking and real-time interrupt servicing capabilities (see Table 3.2). Table 3.2: Technical data o the control computer Name 386 - 20 Manufacturer IBM Operating Frequency 20 MHz RAM 4 MB Hard-disk 100 MB Interface 6 standard AT-bus slots Cards in slots Multi-IO-card (2x serial port, 1x parallel port) Soundblaster-card (used for joystick port) CIO-DAS08/Jr-AO D/A board FF1 DSP frame grabber Operating System MS-DOS 5.0 + RTKernel V4.5 (see Section 3.2.2) Connected to the control computer on the joystick port is the steering console described earlier. The COM1 serial port is used for the wireless serial link to the vehicle whereas COM2 connects the control computer to a second computer called the host computer (Section 3.1.2.4).



3.1.2.3



The Wireless Radio Modem



The same type of wireless data link radio modem described in section 2.3.2 is used at the remote control station. It is directly connected to the COM1 port of the control computer.



3.1.2.4



The Host Computer



The host computer is used to display status messages from the control program running on the control computer as well as changing the program’s mode of operation. For example, the command to switch from telerobotic to automatic mode can be given both from the
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steering console and the host computer. On the host computer, any terminal program (e.g. Q-Modem or the terminal program of Windows) could be used. The reason for having a separate host computer supervising the control computer are future plans to turn the control computer into an embedded PC or single board computer (SBC). Such a SBC would be much smaller in size since it contains only the microprocessor, some memory, and the standard AT-bus (possible is also a PC104 type bus). Specifically, the SBC would not have a keyboard nor a monitor or a hard-disk connected to it. Therefore the serial connection would be the only way to communicate with this SBC (see Figure 3.3). Although it is too big for the vehicle at hand, such an arrangement could be placed on the model of a truck that is also used in the FLASH-Lab. SBC MCU wireless link Host Computer Vehicle with Control Computer and drive electronics



Figure 3.3: Use of Host PC in combination with an SBC



Apart from the use described above, the host computer, in this case a Pentium 90 running Windows 3.1 is also used for the software development in this project. Compiled programs are then transferred to the control computer and the microcontroller using the serial nullmodem connection. The link between host and control computer is implemented using a (possibly wireless) serial connection. However the concept is not restricted to this type of connection. Should a broader communication bandwidth be necessary, other links like Ethernet might become interesting. One example for a higher bandwidth need would be if the host computer acts as a web server at the same time, implementing a web site that shows real-time pictures from the on-board camera. 1 1



Such a project has been implemented with a mobile robot at Carnegie Mellon
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Software for Telerobotic Operation



The same rules apply to software development as what was stated earlier for the hardware: specialized products should be avoided, instead making use of widely available tools like the Borland C compiler or even public domain software like the GNU C compiler.



3.2.1



Program on HC11 Microcontroller



When the Type II vehicle is used for telerobotic operation, the on-board microcontroller has to be loaded with a program. The purpose of this program is mainly to convert highlevel commands from the control-computer into the pulse-width modulated voltages that are capable of driving either the drive motor or the steering servo. In addition to that, the program can also read an axle encoder to determine the actual speed of the motor. If desired, it is also possible to establish a closed-loop system that will try to maintain a constant axle rotation speed with changing loads on the axle. As mentioned earlier, the GCB11 board provides a library of preprogrammed C-functions for all kinds of I/O related to microcontrollers. In order to keep the program both easily maintainable and portable at the same time, it was coded in C, with only very few inline assembler instructions. With 8 K of RAM and a (relatively) simple program, the increased code size resulting from the use of a compiler was not an issue. Assembly code was only used when there was no other implementation choice, e.g. the proper return from an interrupt service routine (ISR). The program was developed and compiled on a MS-DOS host computer and then transferred to the microcontroller in the Motorola .S19 object-code format. On the microcontroller, the object-code is written into memory and executed using the GBUG monitor. There are numerous C-compilers available MS-DOS Computers that are capable of producing code for the 68HC11. The one used in this project was the HC11-version of the GNU-C/C++ compiler. The GNU-C Compiler is a freeware program developed by the Free Software Foundation. Since this compiler is freeware and is distributed with all the sources, it has been adapted to produce code for almost any microprocessor in existence. Another possible freeware compiler to use would be Micro-C, a C compiler designed specifically for microcontrollers.
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Interpretation of High-Level Drive Commands



In order to perform its task, the program running on the HC11 consists of two functions: a time-measuring ISR and a main function with the purpose of the time-measuring ISR being to synchronize the main loop in the main function (see below for more details). After it has been initialized properly, the Timer-ISR is triggered every millisecond. This is done by using the HC11’s free-running counter register (TCNT) and one of the four output-compare registers (OC4 in this case). The counter register is incremented every E-clock cycle (0.5 µs corresponding to 2 MHz in this case). Whenever the counter register matches one of the output- compare registers, the respective OC-interrupt will be triggered [16, 19]. Setting the output-compare register to a value of 2000 E-clock cycles ahead of the current counter value each time the ISR is called ensures that the next interrupt will occur exactly one millisecond later. All the Timer-ISR does is increment another counter each time it is called until it has counted up to 25. Then every 25 milliseconds a flag will be set. This flag is then polled in the main loop, ensuring that it will be executed once every 25 ms. See the pseudo-code for this function in Figure 3.4. function Timer-ISR (called when TCNT equals value in TOC4): if count = 25 then reset count set flag time passed end if clear interrupt flag for OC4 Add # of e-clocks equivalent to one millisecond to value in TOC4 return from interrupt



Figure 3.4: Pseudo-code for Timer-ISR The main function starts by initializing the logical motors for the PWM using the functions of the GAPP-module (refer to Figure 3.5 for the pseudo-code). Although physically the same motor, the forward and reverse mode of the drive motor are treated as two logical motors by the program (see Section 2.3.1). Once the logical motors are initialized and the Timer-ISR has been set up, the main loop is started. At the beginning of the loop, the flag set in the Timer-ISR is polled to ensure that the loop is only executed every 25 milliseconds. Inside the loop, the program checks for input (steering and speed commands) coming from the control computer.
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function main (called at program start): set base PWM interval for logical motors to 15 milliseconds initialize logical motors 0, 1 and 3 bring all logical motors in starting position disable interrupts fill interrupt jump table with jump to Timer-ISR activate OC4 interrupt enable interrupts do forever wait until time passed flag is set if new drive command arrived get drive command if STEER command change PWM of logical motor 0 if SPEED command change PWM of logical motor motor num if FORWARD command set motor num to 3 if REVERSE command set motor num to 1 end if end do



Figure 3.5: Pseudo-code for main function The high-level commands from the control computer have the form of a sequence of one or two bytes. The first byte is the actual command while the optional second byte is a parameter for this command. Table 3.3 shows the commands that have been implemented. Table 3.3: Driving commands for the vehicle’s microcontroller Command Explanation STEER (= ’1’) Set new steering angle, parameter: 0=left, 127=straight, 255=right SPEED (= ’2’) Set new speed, parameter: 0=idle, 255=full speed FORWARD (= ’3’) set drive motor to forward mode REVERSE (= ’4’) set drive motor to reverse mode Setting a new steering angle is done by changing the duration of the high period (based on the parameter with the STEER command) of the PWM for the logical motor that corresponds to the servo motor. This is done using a preprogrammed function from the GAPP module (refer to Section 2.3.1 and Figure 2.6). If no feedback for the longitudinal velocity is desired, setting the speed works in a similar fashion by varying the PWM cycles for the respective logical motors according to the parameter of the SPEED-command.
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Speed Feedback



Since the Type II vehicle is already equipped with an axle encoder to measure the actual speed of the vehicle, an optional addition to the microcontroller program is to have a speed feedback control instead of the simpler feed forward control in the previous section. Such a feedback control ensures a (approximately) constant speed of the vehicle at all time. The algorithm for the speed control could either be implemented on the microcontroller or on the control computer. In the second case, the measured speed has to be transmitted back to the control computer and a SPEED command containing the speed necessary to reach the desired speed has to be transmitted back. In order to reduce the amount of communication between the control computer and the microcontroller, the control algorithm was implemented on the microcontroller itself. This means that the SPEED command sent to the vehicle contains the desired speed that the controller tries to achieve. The actual speed can be measured by counting pulses from the axle encoder over the period of 25 ms using one of the input-capture registers of the HC11. Again, the GAPP module provides the necessary functions to do this (refer to Section 2.3.1 and Figure 2.7). The error between the desired and the actual speed is then fed into a software implementation of the controller. The actual design of the controller will be discussed in Section 6.1 in Chapter 6.4.6. The output of the controller is then used to vary the PWM cycle of the drive motor using a function of the GAPP module. Figure 3.6 shows the pseudo-code for the necessary modifications of the main loop to incorporate speed feedback. function main (called at program start): ... (in init part of function main) Initialize COUNTER1 on IC1 to count rising edges ... (in loop part of function main) get current value of COUNTER1 in cnt reset COUNTER1 to zero calculate new PWM for drive motor based on last value from SPEED command (desired speed) and cnt (actual speed) change PWM of logical motor motor num ...



Figure 3.6: Pseudo-code for speed feedback
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Program Running on Control Computer



As indicated in Table 3.2 and in Section 3.1.2.2, the operating system running on the control computer consists of MS-DOS enhanced with a real-time capable multitasking kernel together forming a real-time operating system (RTOS). Such a RTOS is necessary when several things have to be done at the same time and an immediate response to certain events is necessary. An example in this application would be the continuous polling of the steering console, while at the same time the control program has to send commands to the microcontroller and be ready to respond to commands from the host computer. A RTOS provides all the functions and structures necessary to manage several tasks performing different duties at the same time. It will schedule the tasks in the order of their importance, assign resources and service interrupts due to external or internal events. 2 The RTOS in use is the RTKernel 4.5 software package from On Time Informatik GmbH (See the manual [18]). This kernel normally sits on top of the normal MS-DOS, still using its functionality for things like Disk I/O etc. However, it can also be used as a stand-alone OS on an embedded PC [18]. With this, replacing the current hardware of the control computer with a SBC at a later stage is still an option (see Section 3.1.2.4 for a discussion about this). Writing a program for the RTOS can be done with any compiler capable of producing MS-DOS executable code. The RTOS kernel is linked to the compiled program in form of a library and can be interfaced using normal C-functions. In this case, the control program was developed using the Borland C/C++ V4.5 compiler and it was written in ANSI C. Tasks in this RTOS have the form of C-functions without any parameters or return values (void functions). Instead of being called by the main program, these functions are registered with the kernel to become tasks (see Figure 3.7 for the tasks in the control program). This registration provides each function with a separate stack and other important data structures for the task management. Once a function/task is completely set up, it can be called by a scheduler based on its priority and certain external conditions like interrupts.



3.2.2.1



Implementation of Manual Mode



The control program for the vehicle contains a number of tasks that run all the time or are waiting to be activated by an external condition. In this section, the tasks that are necessary for the telerobotic operation in manual mode are discussed while the task specific for automated driving are discussed in Section 4.3.2. 2



Note that it is possible to do all these things using MS-DOS alone. The real-time kernel add-on however provides an easy-to-use interface for task management and similar jobs
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Following is a brief description of the tasks used in manual mode. Figure 3.7 shows how the different tasks interact with each other. Receiver:



request mode change



Get user input



request mode change



FlipAutoMan: Do change of mode



(from keyboard or COM port) activate/suspend activate/suspend



Buttons:



AutoIn:



ManualIn:



Poll buttons on steering console



write status msgs.



Poll wheel, pedal & thottle



frame grabber image



request shutdown



send steer/speed commands write change of mode msg.



WaitQuit: Wait to shut program down



DoTraceDump:



Calculate steer command from



write quit msg.



Write commands for debugging purpose



send steer/speed commands pos. information and commands



Steer: Transmit commands to vehicle



DataLog:



(RC- or Serial-Link)



Write commands and position to a file



WrStat:



Print task



Write out status data



trace buffer



(on screen or COM port)



transmit



(or sent commands from file)



Standard messages in normal modes Additional messages in Data-Log mode



Figure 3.7: Task interaction in the control program



ManualIn: In this task, the position of the steering wheel, the gas pedal and the throttle is polled. Since the steering console is in fact two analog joysticks (see Section 3.1.2.1), this is done by polling the joystick port of the control computer. This task is called approximately once every 1/10 second. When a change in the position of one of the input devices is detected, a message is sent to the Steer task.
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The following list summarizes the effect of the different input devices: • The steering wheel serves as the input device for the steering angle of the front wheels. • With the gas pedal, the PWM voltage at the drive motor is controlled, and therefore the speed of the drive motor. This control of the voltage happens either directly or indirectly using a speed controller (refer to the discussion on speed feedback in Section 3.2.1). • The “throttle” of the steering console acts as a gear shift. Moving the throttle forward will make the car go forward when the gas pedal is pressed. Moving it backward will make the car go backwards. At a later stage it might be useful to also use the second pedal to have an active brake for the vehicle (instead of just stepping off the gas and letting the car roll out). Steer: This task is activated by messages from the ManualIn task (in the case of human operation) or from the AutoIn task (in the case of automatic driving). The reason for having a separate Steer task is that the back end of the vehicle control is the same in both cases. The term “back end” specifies the actual sending of STEER or SPEED commands to the vehicle (writing to the COM port or D/A Board). Depending on the type of vehicle used, the following will happen to the received driving command: • It is converted to an analog voltage between 0 and 5V and written to the ANALOG OUT port of the data acquisition board (see Table 2.2). The D/A board is connected to a transmitter that sends this position to the receiver on the Type I vehicle. • It is send to the microcontroller of the Type II vehicle using the wireless serial data link described in Section 2.3.2. When using different types of vehicles, the front end (polling the steering console or determining a steering command with the lateral control algorithm) for manual and automatic mode can stay the same, but the back end (sending the command to the vehicle) has to be changed accordingly. Buttons: This task polls the two buttons on the steering console. The top button is used to transfer to automatic driving. The other button can be used to shut the control program down.
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Receiver: This task is responsible for receiving commands either from the keyboard or the serial port (from the host computer). Depending on the commands received, it will send messages to other tasks (for example to shut down the program). It will get activated whenever a key on the control computer’s keyboard is pressed or a byte is received on COM2. WrStat: This task writes status information such as control algorithm parameters to the serial port or the screen. The task can be activated by a number of other tasks. WaitQuit: The only job of this task is to wait for an event to shut down the control program. Such an event can either be pressing ’Q’ on the keyboard of the control computer, pressing the lower button on the steering console or a message from the host computer. DoTraceDump: This task dumps the last 64 trace buffer entries in a file. The trace buffer is used to keep track of the sequence the different tasks that were called and what event led to their activation. This is a feature of RTKernel [18] that was included in the control program for debugging purpose.



Chapter 4 Automated Vehicle Operation 4.1



Modifications for the Vehicle Hardware



It is feasible to have only the Type II vehicle run in automated driving mode. The reason for not choosing the Type I vehicle is the poor accuracy in controlling this vehicle type, especially at relatively low speeds (refer to Section 2.1). Therefore the modifications described in the following sections are applied to only the Type II vehicle. As stated earlier, in automatic mode, the vehicle will operate without any interaction from a human operator, instead extracting all necessary steering commands from an image of the road ahead. Therefore, the vehicle described in the Section 2.3 has to be enhanced to collect the necessary information. Note however that the video equipment described in the following sections is not only necessary for automatic driving mode. In telerobotic manual mode, the same equipment is used to record and transmit the image of road ahead of the vehicle to a TV monitor at the remote control station where it is used as visual reference for the human driver.



4.1.1



The Video Camera



The camera that is carried on the vehicle is a standard CCD (charge coupled device) video camera with a resolution of 512x492 pixels and a image frequency of 25 Hz (50 half images per second). Refer to Table 4.1 for further technical data. The camera electronics create the same signals as a normal video camera (NTSC (CCIR), with PAL being also possible), 30
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so the signals from the camera can be displayed with a normal TV or recorded on a VCR. Modern surface mounted device techniques make it possible to enclose the CCD sensor together with all necessary electronics in a small case not larger than 2.5” x 2.5” x 2”. Therefore the camera can be mounted almost anywhere on the model vehicle. The actual mounting point of the camera is on top of the wireless serial modem, in the front part of the vehicle (refer to Figure 2.3). This position ensures a good field of view over the road ahead. The camera does not face directly forward but instead is tilted downward about 5o to make use of more area in the image plane (only the parts of the image plane showing the road are interesting for image processing). Table 4.1: Name Manufacturer Image sensor Picture elements Scanning system Scanning frequency Resolution Lens Video Output Min. illumination Power Dimensions a b



4.1.2



Technical data for the video camera 929WS portable wireless CCD camera Goldbeam (Supplied by SuperCircuits) 1/3” B/W/ CCD image 512(H) x 492(V) 2:1 interscale 15.734 kHz (H) 59.94 Hz (V) 380 TV lines (H) x 420 TV lines (V) 78o wide-angle lens (60o measured) 1.0V P-P / 75Ω synchronous negative polarity less than 1 Lux 12 Vdc ≈ 200mAa 5 3/4” x 1 7/8” x 2 3/4” b



when used together with transmitter case includes transmitter



The Video Link



In addition to the serial link between the microcontroller and the control computer for the telerobotic operation, there has to be a second link to send the video signal from the camera to the remote control station. The output of the camera is connected to a transmitter (see Table 4.2) operating in the amateur TV band (around 925 MHz). In order to increase the operation range and improve signal quality, the HF output of the transmitter first goes through an amplifier (see Table 4.3) before going to the antenna. Both the transmitter and the amplifier as well as the receiver were bought from SuperCircuits.1 1



Again refer to Appendix A for information about the different manufacturers
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Table 4.2: Technical data for the video transmitter Name 929WS portable wireless CCD camera Manufacturer Goldbeam (Supplied by SuperCircuits) Operating frequency 916 MHz (+ − 1.5 MHz) RF out level 50 mV / meter Frequency stability + − 100kHz Harmonic radiation 50 dB below However, even with the amplifier, the video link is very sensitive to noise affecting the transmission. While this is not a big problem when the image is just displayed on the monitor for the human driver as a reference (the human brain can make sense of the image even if it is disturbed occasionally), a clear picture is crucial for the image processing done in automated driving mode. Since the place where the system is operated (the FLASHLab) seems to have a lot of disturbance in the high frequency band, an option was included in the system to bypass the transmitter and directly send the video signal through a wire to the remote control station. Of course this option requires that the vehicle drags a long wire behind while driving, but it does ensure a clear picture for the image processing. Table 4.3: Technical data for the amplifier Name MODEL 3310PAK Manufacturer SuperCircuits (Supplier) Active device Hitachi PF0011 Operating frequency 902 - 928 MHz Power in 10mW (12VDC) Power out 9W linear, 10W saturated Supply voltage 12 - 14 VDC (max 2A)



4.2



New Hardware at Remote Control Station



It has been mentioned in Section 3.1.2.2 that most of the high level processing in telerobotic manual mode is done not on the vehicle’s microcontroller itself, but on a stationary control computer. This is even more true in automatic driving mode. In automatic mode, the system relies on image processing to provide the driving commands. This image processing requires special hardware that has to be packed on the vehicle and connected to the microcontroller. Both the size of the image processing hardware board and an incompatible interface between board and microcontroller (standard AT-Bus on one side and the HC11



Nikolai Schlegel



Chapter 4. Automated Vehicle Operation



33



ports on the other) make this difficult to realize. Since the video image is sent to the remote control station anyway as a reference for the human driver, it is much more convenient to do the image processing with the more powerful control computer. This computer has both the necessary interface and the space to house the image processing hardware.



4.2.1



Video Link Receiver



The receiver at the remote control station is a small device that can be connected to any TV or VCR. For optimal quality, the receiver can be manually tuned to the right frequency band. The output of this receiver then goes to the frame grabber board described in Section 4.2.2. In case of a wire video link, the cable from the vehicle is directly connected to the frame grabber.



4.2.2



Frame Grabber with DSP



At the remote control station, the video signal is received and routed to a frame grabber board residing in one of the AT-Bus slots of the control computer. This board is a FF1 DSP Frame grabber from Current Technologies that comes with an on-board digital signal processor (DSP) for image processing (see the manual[17] for further information). Table 4.4: Technical data for the DSP Frame Grabber Name FF1 DSP Frame Grabber Manufacturer Current Technologies Input A/D converter digitizing 8bit at 10MHz accepts RS-170 and CCIR signals DSP Analog Devices ADSP 210x Operating frequency 10 MHz Programmable in C or 210x assembler 512 16-bit word of data memory 1024 24-bit words of code memory Memory 512*512 16 bit words of image memory (accessible with zero wait states) Output D/A converter for RS-170 or CCIR analog by-pass for direct camera-monitor connection API FF1 software in C library (for Microsoft C or Borland C)
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The manufacturer includes a C-library for the DSP to perform various functions from the simple capturing of images over all kinds of image manipulation up to such high-level functions as object-detection in the captured image. Most of the code in these functions runs on the on-board DSP, therefore not using the CPU resources of the control computer. In fact it is possible to have the CPU and the DSP run in parallel. The C-library provides the necessary functions to synchronize the two processors and to allow data exchange [17]. The functions used for the image processing in the automatic mode are the capture of an image followed possibly by either the calculation of an intensity profile or a series of edge-detections to determine the location of the middle marker of the road in the captured image. Because Chapter 5 contains a detailed discussion about the algorithms used for image processing, only a brief description of how to do the edge-detection is given here. The edge-detection algorithm makes use of a predefined template containing a number of steep gradients in the pixel intensity corresponding to sharp changes from dark to white pixels. Figure 4.1 shows an example for such a template and also how it is created using functions of the FF1 Frame Grabber (see [17]). Once a template is created, it can be saved and later reloaded. The edge-detection algorithm then tries to match this template with pixel gradients found in the captured image. The matching is done by calculating a matrix of the gradients in pixel intensity at each pixel in the captured image and then trying to find the template (also a matrix) in this gradient matrix (see [17] for more details). The result of this matching is a certain integer quality value. If this value is greater than a certain threshold, the algorithm will return the location (the x- and y-coordinates) where the template could be successfully matched. This whole algorithm is embedded in a function of the FF1 library (function ff search for template). This function is called with the template to look for and a search area as parameters and returns the location of the best match and the corresponding quality value. intensity



Create a template: ff_draw_filled_rectangle // draw black background ff_draw_filled_rectangle // draw white marker on background ff_autogen_template // convert area to a template ff_save_template Read a template: ff_load_template location



road



pixel gradient



template



Figure 4.1: An edge-detection template and its representation
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The execution time of this edge-detection function varies with the size of the area where the search is performed. In order to have fast execution time, the image is captured using only a 128x128 pixel matrix instead of the full resolution of 512x512. In addition to that, the edge-detections are performed only in a specific area of the captured image (refer to Section 5.2.2). Note that this method of edge-detection is not the only possible one. However, since it was already implemented in the function library of the FF1 Frame Grabber, it was just used without modifications.



4.3



Software for Automated Vehicle Operation



The only modifications in software have to be done in the program running on the control computer. It is necessary to include a task to do the image processing and controller simulation and another to switch between manual and automatic mode. The program running on the microcontroller of the vehicle can be used without any modifications, since the same functionality is required in both modes.



4.3.1



The FlipAutoMan Task



The FlipAutoMan task is activated whenever the control program should change the operation mode from telerobotic operation to automatic driving mode or vice versa. This request to change the mode can be issued either through a command from the host computer or by pressing the top button on the steering console. The FlipAutoMan task then suspends the AutoIn (see Section 4.3.2) or ManualIn task (see Section 3.2.2) and resumes the corresponding other task, depending on the previous mode of the control program.



4.3.2



The AutoIn Task



The job of the AutoIn task in automated driving mode is to do the following two subtasks: • perform the necessary image processing to determine the position of the vehicle with respect to the road. • feed this position information to a software implementation of a lateral controller with the control objective being to keep the vehicle on a fixed position relative to the road (e.g. in the center)
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As Figure 4.2 illustrates, the DSP and the CPU of the control computer work in parallel in the AutoIn task 2 to achieve these two subtasks. The whole process starts with the DSP capturing an image from stream of video input from the camera. After an image is captured, the DSP does whatever image processing is necessary to identify features of the road that give a clue about the vehicle’s relative position (see Chapter 5 for the details of the algorithms used). This can include calling the edge-detection function discussed in Section 4.2.2 or other functions of the FF1 library. Once this is done, the results are transferred to the AutoIn task in the control program. The CPU then does additional calculations that result in one or more error values that are a measure of how far the vehicle is from the desired position. These errors then go into a software implementation of a lateral control algorithm (see Chapter 6.4.6 for possible controller types). The output of such a controller is a steering angle for the front wheels of the vehicle that will bring it closer to the desired position. This steering angle is converted to a message that is then sent to the Steer task (see Section 3.2.2). From there on, the procedure is the same as in telerobotic manual mode: the message gets converted to a STEER command and is transmitted to the vehicle where it is executed. Of course, while the CPU is doing all these calculations, the DSP is free to capture a new image and also perform the other image processing functions. Ideally, no processor has to wait for the other to do its job. In practice however the DSP is normally slower than the control computer CPU. But having the processors run in parallel still means some gain in performance of the overall system.
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Figure 4.2: DSP and CPU working in parallel 2



Of course the DSP continues to work even when the CPU is not executing the AutoIn task. This task is just the only place where the two processors communicate with each other.
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The Data Log Option



Beside the two modes for telerobotic manual operation and automated driving, a third mode of operation is implemented in the control program. In this mode called “data-log” mode, important data like driving commands and position information is stored (“logged”) for later use. In this mode, the driving commands for the vehicle come from a human driver but in addition the image processing algorithm is used to determine the position of the vehicle on the road. The driving commands (from the human driver) and the position information (from the image processing algorithm) are stored in two files. A variation of this form of data-log mode is that the driving commands are read from a file (instead of a human driver moving the controls at the steering console) while the position of the vehicle is stored in another file. Although the data-log mode is described as a separate mode, the code for it is embedded in the ManualIn, AutoIn and Steer task. In normal telerobotic operation, the ManualIn task just polls the position of the steering wheel and pedal and sends their positions as messages to the Steer task. In data-log mode, these messages are also written in a file. Also, the AutoIn task is executed, but just the part of the task that contains the image processing. Once the position of the vehicle is determined, this information is written in another file and the controller part of the AutoIn task is omitted. When the drive commands do not come from the human operator but from a file, the Steer task reads messages from this file instead of receiving them from the ManualIn task. Figure 3.7 in Section 3.2.2 shows how theses tasks interact with each other in data-log mode. There were two major reasons for implementing a separate data-log mode in addition the two normal operating modes: • Records of the driving commands from a human driver together with the vehicle’s response to these commands allows “human factor” studies. An example could be measuring the reaction of human drivers to a suddenly appearing danger on the road. Doing these kinds of studies on a small scale vehicle system ensures safety for the driver but also provides a good amount of realism. The level of realism in a small scale system is higher than in a full computer simulation, since a wrong reaction might lead to real damage to the vehicle. But due to the inexpensive layout of the system, even in a worst-case scenario (vehicle damaged beyond repair) all that has to be done is to replace the damaged hardware, which is possible at a very low cost. • The fact that it is possible to record the vehicle’s behavior in response to certain prerecorded driving commands can be used to gain more knowledge about the dynamic system involving vehicle and road. In particular, the recorded data can be used to
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estimate some unknown parameters when trying to find a mathematical model for the dynamic system. In this case, the estimated parameters are plugged in the mathematical model. Then the same input (driving commands) is applied to both the model and the actual system. By comparing the different outputs, the parameters that generate the “best match” (the most similarity in the two outputs) can be found by iterating the parameters. This parameter estimation technique is actually used for obtaining a mathematical representation of the dynamic vehicle-road interaction found in the small scale system. Details about this parameter estimation are given in Chapter 6.4.6. Figure 4.3 shows an example of recorded human drive commands and the response of the vehicle. 20 100 15 speed cmd
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Figure 4.3: Example of data log



Chapter 5 Methods for Image Processing The goal for the image processing has already been defined in previous sections: extract information about the position of the vehicle from an image of the road. This information is then used as feedback to generate steering commands that will keep the vehicle on the correct path on the road. Two different approaches for the image processing part have been investigated and will be explained in detail in this chapter: • A straight forward approach based on the intensity of pixels in the captured image. This approach involves calculating an intensity profile of the image (see Section 5.1 for details). • An approach that takes into account the correspondence between the two-dimensional image plane and the three-dimensional real world. The edge detection functions described in Section 4.2.2 are used in this approach (see Section 5.2.2). The reason for having two different approaches for the image processing is that the approach described in Section 5.1 was implemented first due to its simplicity. However it was later found to be insufficient and lacking the necessary performance for automated driving and therefore the second approach was implemented. In both approaches it is assumed that there exists a visual reference on the road to guide the vehicle. In this case, the reference has the form of a continuous middle marker. This marker has to appear brighter on the video image than the surrounding road to make it easily identifiable. It is further assumed that the road is flat (no hills), has only small curvatures and that there are no obstacles or other moving objects on the road. Note that image processing for automated driving is not restricted to a reference in the form of a 39
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middle marker. Other possible references are markers on one or both sides of the road or the boundaries of the road itself. The only criterion is that the reference has to be visually identifiable.



5.1



Calculating the Intensity Profile



The original algorithm used to extract steering information from the image tackles this problem in a very simple way. All it does is sum up all pixels in a certain area in the lower part of the captured image in the vertical direction, therefore getting a one-dimensional horizontal pixel intensity profile of the image. Figure 5.1 shows an example of an image of the road and the resulting intensity profile.
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Figure 5.1: The pixel intensity profile of an image Since the line in the middle of the road is very bright due to the white middle marker, it will result in a peak in the computed horizontal intensity profile. Now all that has to be done is find the peak in the intensity profile (with the x-coordinate xmax ) and measure
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its distance from the center of the image (denoted by xmiddle ). This distance can then be used as an error signal for a lateral controller that will produce the commands to move the steering angle of the front wheels. The goal of this controller has to be to reduce this error to zero (refer to Chapter 6.4.6 for the different controllers). e = xmax − xmiddle



objective of lateral controller: e −→ 0



(5.1)



The pixel intensity profile can be calculated using the function ff profile x utilizing the DSP on the FF1 Frame Grabber. This function is executed directly on the DSP while the CPU of the control computer can do other jobs like calculating the response of the lateral controller (see Figure 4.2). Therefore, this algorithm used for detecting the middle marker has a good performance and is very fast, therefore potentially allowing high speeds of the vehicle. Before the algorithm mentioned above was included in the control program, a small test program under MS-Windows was written that implemented the algorithm and displayed the the resulting intensity profile and the error (see Figure 5.2 for the dialog of this program). The purpose of this small program was first to test the capabilities of the FF1 Frame Grabber and second to act as an easy to understand demonstration of the intensity profile algorithm. Init Snap



Error: xx



Figure 5.2: Dialog of test program for intensity profile algorithm Although the above algorithm has actually been tested successfully with the vehicle, it has a number of disadvantages. First of all, is very sensitive to misinterpretations since it looks for peaks in the profile. If there is something next to the road with a higher intensity than the white line, the algorithm won’t be able to distinguish the two. Another disadvantage is that the distance that is returned as an error is not very precise. It is actually a combination of the lateral deviation of the vehicle’s center to the white middle marker and the angle that the vehicle has to the marker (see Section 5.2.1 for a discussion about this). With the above method there is no way of getting these two parameters separately. One consequence is that in a curve, an error is be detected although the vehicle is still in the center of the road and on a straight road, no error is detected even if the vehicle has a non-zero lateral deviation to the road center.
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Vanishing Point Analysis



Because of the inherent weaknesses of the intensity profile algorithm, a more powerful algorithm to obtain position information was needed. A literature search revealed an algorithm based on the analysis of vanishing points (see [13]). This concept is explained in the next sections after an explanation of what is meant by “position information” is given.



5.2.1



Vehicle Motion Variables



In the previous section the position of the vehicle on the road was described only by an error variable that represents the distance between the white middle marker in the image plane and the center of the image. However, to accurately describe the position of the vehicle on the road, two motion variables are needed.1 These variables are the lateral distance ∆y of the vehicle’s center of gravity to the middle of the road and the heading or yaw angle between the vehicle’s orientation and the orientation of the road, denoted by ϕh . The lateral distance ∆y is a measure of the distance of the vehicle in the direction orthogonal to the road or a measure of how far “off the track” the vehicle is. If the vehicle’s center of gravity has a position on the road’s middle marker, then the lateral distance is zero. The heading angle ϕh describes the direction in which the vehicle is pointed, relative to the direction of the road. This is a measure of whether or not the vehicle is heading in the “right” direction. If the orientation of the vehicle is parallel to the direction of the road, the heading angle is zero. See Figure 5.3 for a graphical explanation of these two variables.
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Figure 5.3: Variables for the position of the vehicle 1



There is in fact a third important variable: the position x or equivalently the speed of the vehicle vx in the x- or longitudinal direction. This is the direction parallel to a straight road or tangent to a curved road. However since the main objective is to come up with a controller for the lateral movement, this variable can be omitted
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Vanishing Lines and Vanishing Points



The following concept about vanishing point analysis was taken from a paper dealing with the dynamic measurement of vehicle parameters [13]. The basic concept described in this paper is to obtain the orientation of the vehicle based on the location of some vanishing points in the image plane. A vanishing point is defined to be the virtual intersection of two straight parallel lines at a great distance under perspective projection.2 The set of all vanishing points form the vanishing line (the horizon). Vanishing point analysis is based on the fact that there is a correspondence between the distance of two different vanishing points on the vanishing line and the angle between the set of parallel lines for the respective vanishing points. Figure 5.4 shows this correspondence. The vanishing point O is formed by all straight lines that are parallel to the principal axis of view (the direction the camera is facing). The vanishing point P is formed by another set of parallel lines. From Figure 5.4 it is intuitively clear that there exists a correspondence between the angle η between the two sets of parallel lines and the distance OP between O and P . η ∼ OP



(5.2)



This correspondence can be rewritten as an equation by introducing the vanishing point P2 . This point on the vanishing line represents the edge of the area visible in the image plane. It is formed by lines that are parallel to the right border of the visible area. The angle θ is the angle between this set of lines and the principal camera axis. Two triangles are formed by the camera location C, the vanishing point O and the vanishing points P or P2 . By introducing θ and OP2 and using what is known about the triangles C − O − P and C − O − P2 , the correspondence in Equation 5.2 can be rewritten as OP OC OP tan η = ∗ = tan θ OC OP2 OP2



2



(5.3)



A typical real world example for a vanishing point are two tracks of a railroad that seem to converge at the horizon
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Figure 5.4: Parallel lines and vanishing points
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Assuming that both the distance OP2 on the vanishing line and the angle θ are known or can be measured, the angle η can be expressed as a function of the distance OP . −1



η = f (OP ) = tan



OP ∗ tan θ OP2



!



(5.4)



While it is very easy to measure the distance OP2 in the image plane (measured in pixels of the captured image) by simply counting pixels, measuring the angle θ is a little bit more difficult. It can be derived by measuring the distances d1 and d2 (see Figure 5.4). Note that the measurement is done in the real world (using a ruler etc.), not in the image plane! The angle θ can then be expressed as −1



θ = tan



5.2.2.1



d1 d2



!



(5.5)



Measuring the Heading Angle



Now that the theoretical concept of the vanishing point analysis has been laid out, the algorithm of obtaining the heading angle ϕh and the lateral deviation ∆y can be explained. It is assumed here that the distance OP2 and the angle θ (refer to Section 5.2.2) are known. These two variables can be measured in a calibration step and will stay the same as long as the same camera is used. The algorithm for obtaining the heading angle consists of four steps: Step 1: Use the ff snap function of the FF1 Frame Grabber to capture an image from the camera. Note that even though the Frame Grabber is capable of snapping images with a resolution up to 512*512 pixel, in this case only a resolution of 128*128 pixel is used. The advantage of having this reduced resolution is that fewer pixels have to be processed in the next step. Step 2: The function ff search for template is used to find a template that matches a horizontal transition in pixel intensity from dark to bright and back to dark corresponding to a white line on a dark background. The function ff search for template is called twice to look for this template in two different areas of the captured image. The first area is a narrow horizontal stripe at the lower edge of the image, the second area a similar stripe close to the middle of the image (see Figure 5.5). Calling ff search for template twice returns two coordinate pairs (x1 , y1) and (x2 , y2 ) representing points in the captured image where the template could be matched best.
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Step 3: The two points from the previous step are used to form a linear approximation of the location of the white middle marker in the captured image. By extending this line to the horizon (the vanishing line), the location of the vanishing point P can be determined (see Figure 5.4 and 5.5). Now a second line is introduced in the captured image. This line starts at the lower edge in the middle of the captured image and goes straight up to the vanishing line to form the vanishing point O. This line in the captured image corresponds to the principal axis of the camera in the three-dimensional real world. Step 4: Since both the vanishing points P and O are now known, the distance OP (in pixels) between these points can be calculated. Assuming that OP2 and θ are known (these have to be measured only once in the calibration step), the correspondence in Equation 5.4 can now be used to calculate the angle η. In the three-dimensional real world, this η corresponds to the angle between the principal axis of the camera and the linear approximation of the white middle marker. Assuming that the middle marker is a straight line in the part of the road that is currently in view, the angle η is exactly the heading angle ϕh as it is defined in Figure 5.3. Even when the middle marker is not a straight line (because the vehicle is in a curve), the angle η can still be used as an approximation for ϕh .



5.2.2.2



Measuring the Lateral Deviation



In the previous section, the four steps to obtain the heading angle ϕh were outlined. In order to get the lateral deviation ∆y, an additional parameter d has to measured beforehand. This d is the distance from the center of gravity of the vehicle to the line that marks the lower edge of the image plane (see Figure 5.5). After this parameter has been measured once, a fifth step has to be added to the algorithm above to obtain the lateral deviation ∆y: Step 5: Once the template is matched in the two areas of the captured image and a linear approximation of the white middle marker is found, this line is also extended to the lower edge of the image plane. The distance from the point where this line hits the lower edge of the image plane to the center of the image on the lower edge is denoted as a (see Figure 5.5). Using this a and the heading angle ϕh the lateral deviation can be calculated as (5.6) ∆y = a cos ϕh − d sin ϕh Note that both d and a have to be measured in real-world units (inches, centimeters etc.) and not in pixels. Therefore it is necessary to first convert a to one of these
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Figure 5.5: Linear approximation of white middle marker
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units. But since d was measured before and the camera angle θ is known, the distance a0 can be calculated in real-world units. As the distance a0 is also known in pixels, the real-world a can be calculated as areal =



a0real ∗ apixel a0pixel



(5.7)



As with the heading angle ϕh ., the lateral deviation ∆y is only measured correctly when the middle marker is a straight line. But even when the road is curved, the Equation 5.6 can still be used as a good approximation for ∆y. The paper [13] explains how even more dynamic motion variables can be calculated using vanishing points. In particular, the yaw rate and side-slip angle are measured using the method above. Since these variables are not needed for this implementation of automated driving, they are not calculated here. Note again that a prerequisite for the algorithm presented here is that the road (almost) flat. If hills or descents in the road are too steep, the algorithm will return incorrect data. The algorithm described here can be seen as the solution to a parameter-estimation problem. A mathematical model of the vehicle and the road is derived where two parameters are unknown. These parameters, heading angle and lateral deviation, are then estimated for each captured image using the described image processing. Note that there is only one iteration per captured image (memoryless identification). The estimated parameters after the first iteration are then used as inputs for the controller and a new image is captured to determine the changes in the vehicle’s position.



5.2.3



Demonstration of Vanishing Point Analysis



As with the intensity profile algorithm explained earlier, the algorithm using vanishing point analysis was first tested before being implemented in the control program. In this case, two test programs were written. The first test program called edge captures an image every 2 seconds and then searches for the template in the two above mentioned areas. When the template could be matched twice, the location of the match is highlighted and displayed on the video monitor (see Figure 5.6 for an example).
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Figure 5.6: Template matching in the captured image



The second test program edge2 captures the images in real-time (once every 50ms), matches the template and does all the calculations outlined above to obtain heading angle and lateral deviation. The value for these two motion variables are then displayed on the monitor of the control computer, together with a line that represents the linear approximation of the middle marker in the video image. The output also includes the time necessary to do the image processing (see Figure 5.7). heading angle: 0.234 lateral deviation: 0.031 elapsed time: 50ms



Figure 5.7: Output of second demo program



Chapter 6 Designing the Controllers In this chapter, the different methods used for the vehicle control are presented. First an algorithm dealing with the vehicle’s longitudinal movement (movement parallel to the road) is introduced. For an algorithm controlling the lateral movement (movement perpendicular to the road) there are numerous possibilities to choose from. These include controllers based on classical control theory (PI, PID), modern LQG type control, neural networks and fuzzy logic (see [4, 9, 10] for some examples). The upcoming of H∞ control opened the possibility to also apply this theory to the design. H∞ control design specifically has some advantages for a control problem like this due to it’s inherent robust stabilization effect [11] [21]. Two types of lateral controllers were implemented for the vehicle. This first one introduced in Section 6.2 is a simple classical P-control algorithm were the gain is picked by trial and error. The second type of lateral control algorithm is more sophisticated and makes uses of the H∞ control theory (Section 6.4). Since this controller requires a mathematical model of the vehicle dynamics, Section 6.3 outlines how to derive such a model. The chapter ends with a comparison between the two types of control algorithms.



6.1



A Speed Feedback Control



The objective of a longitudinal or speed feedback controller is to control the speed of the vehicle. While it is possible to have very sophisticated longitudinal controllers, e.g. to match the vehicle’s own speed with that of another vehicle, the only requirement on a longitudinal controller in this system is that it keeps the speed at a desired value, even if the vehicle enters a curve or goes up a hill. Note that the algorithms for lateral control presented in the following sections also require a constant speed of the vehicle. 50
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The hardware requirements for a speed feedback control were already outlined in Section 2.3.1. Required is a way of measuring the actual turning rate of the wheels and therefore the actual speed of the vehicle. On the model vehicle, the speed is measured by counting the number of pulses received from an encoder in a certain amount of time. This measurement is done using the microcontroller on the vehicle (see Section 3.2.1 for the pseudo-code of this part of the microcontroller program). The number of pulses is scaled to a value from 0. . . 255 and represents the actual speed of the vehicle. It serves as one input for the control algorithm. The other input for the control algorithm is a value sent as a parameter of a SPEED command (also in the range 0. . . 255, see Table 3.3). The SPEED command is received from the control computer and its parameter represents the desired speed for the vehicle. Since measuring the speed of the vehicle requires a certain amount of time (the interval between measurement is in this case 25 ms long, see Section 3.2.1), the measured actual speed vactual is not available as a continuous function vactual (t) but rather as a sequence of values vactual (0), vactual (1), . . . vactual (n). Therefore the control algorithm has to be executed only whenever a new value for vactual is available, in this case every 25 ms. Such an algorithm is called a sampled data controller or a discrete controller because the output is not a continuous function but rather a series of discrete values that only change at certain steps in time. The control algorithm introduced here is iterative. That means that the output of the control algorithm at step n is based both on the inputs at step n and the results from step n − 1. The algorithm starts by calculating the difference between desired and actual speed at step n (the speed error e(n): e (n) = vdesired (n) − vactual (n)



(6.1)



This speed error is used to calculate two more variables called up (n) and ui (n). Note that ui (n) depends not only on the speed error but also on the previous value ui (n − 1). This make the algorithm iterative. up (n) = kp ∗ e (n) ui (n) = ui (n − 1) + ki ∗ e (n)



(6.2)



The actual output of the control algorithm is formed by u (n) = up (n) + ui (n)



(6.3)



This variable u (n) is the new PWM cycle for the drive motor necessary to have the vehicle move at the desired speed.
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Note that the control algorithm in Equation 6.1 - 6.3 is a discrete digital equivalent to an continuous analog PI controller (see [23]). The behavior of the closed loop formed by the control algorithm and the controlled plant (the vehicle) can be altered by modifying kp and ki . The factor kp is equivalent to the gain in a PI controller. It determines how fast the closed loop system responds to changes in the desired value. In this case, kp determines for example how fast the vehicle will accelerate when the gas pedal is suddenly pushed down (a step input). The factor ki is similar to the integration time in an continuous PI controller. The integration time is a measure of how long it takes for the control error (here, the speed error) to converge to zero (no difference between desired and actual speed). A PI controller (and its discrete equivalent) always tries to reach a control error of zero. This feature is also called a zero steady-state error. Other types of controllers like the P-controller might have a nonzero steady state error. The actual values for kp and ki were determined by trial and error, due to a lack of a mathematical model for the longitudinal dynamics of the vehicle. Note that it is not possible to have both a quick response to input changes and a fast convergence to zero in the control error since these objectives conflict with each other. The goal of the trial and error process was to find values of kp and ki that achieve a zero steady state error in a short time but still have a good response for sudden changes in the input. Figure 6.1 shows the performance of the closed-loop system with the values ki = 1 and kp = 4. Only integer values can be chosen for the control algorithm since the GROM library for the GCB11 does not contain floating-point support.



6.2



Using P-Control for Lateral Control



While the objective of a longitudinal controller is to control the speed of the vehicle, a lateral controller is responsible for the steering of a vehicle operating in automated driving mode. The goal for such a controller has already been defined in previous chapters: to steer the vehicle in such a way that it follows a road or more precisely a white middle marker in the center of a road. All controllers require some kind of control error that is a measurement of how well the control objective (following the road) is met. As outlined in Chapter 5, such a control error can be obtained from a video image of the road ahead of the vehicle using one of the two introduced image processing algorithms. In case of the intensity profile algorithm, this error value is the distance xmax − xmiddle between the peak of the intensity profile and the middle of the image (see Section 5.1). In the case of the vanishing point analysis (see Section 5.2.2) there are two control errors, the heading angle ϕh and the lateral deviation ∆y.
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Figure 6.1: Performance of the longitudinal control algorithm



The whole idea of a P-controller is to multiply the control error value e by a constant gain kp . As with the measuring of the actual speed in Section 6.1, it takes time to measure the control error. This is the time for the image processing algorithm to execute (50ms for the intensity profile algorithm and 75ms for the vanishing point algorithm). Therefore the control error is changing only at certain steps in time and the output of the P-control algorithm is discrete rather than continuous. The output u(n) of the control algorithm is a steering angle that can be converted to a STEER command and sent to the vehicle. u (n) = −kp ∗ e (n)



(6.4)



Note that the gain kp has to be multiplied by −1 in order for the control error to decrease. Since the P-controller is like all classical controllers a SISO system (a single input and a single output), the two control errors of the vanishing point analysis have to be combined to one value. This can be done by making e(n) a linear combination of ϕh and ∆y. e (n) = k1 ∗ ϕh (n) + k2 ∗ ∆y (n)



(6.5)



The optimal value for the constant gain kp can either be derived from a mathematical analysis of the closed loop consisting of control algorithm and controlled plant (e.g. rootlocus) or by trial and error. In this case the later approach was chosen, since initially, a mathematical model of the lateral vehicle dynamics (see Section 6.3) was not available. Therefore, a random value for kp was picked and it was changed accordingly to increase the
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performance of the closed loop. The performance criteria for the closed loop is of course how well the vehicle with lateral controller is able to follow a (curved) road. The values for the weighting factors k1 and k2 when using the vanishing point algorithm can be found in a similar fashion. Of course, combining the two independent variables ϕh and ∆y to one control error e means a loss of information. Therefore the combination of the P-control algorithm with the vanishing point analysis is not a good idea because part of the advantage of this image processing algorithm (having two independent variables) is given up here. When testing the P-control algorithm in automatic driving mode, its performance is surprisingly good, considering it simplicity. When the model vehicle is operating in automatic driving mode with the lateral P-control algorithm it is capable of following the model highway laid out in the FLASH Lab without any problems. Figure 6.2 shows a data-log output of how the vehicle is following part of a race-track-shaped road in automatic driving mode. Note how the vehicle reacts (steer command) whenever a curve is detected (change in heading angle and lateral deviation). In this case the vanishing point algorithm was chosen for doing the image processing 20 100 15 speed cmd
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Figure 6.2: Performance of the lateral P-control algorithm
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The only restriction for the algorithm is a speed limitation. The P-control will only operate m which is approximately walking speed. 1 A reason for this for speeds of up to about 1 sec limitation is the time it takes to capture and process a video image: if the vehicle moves too fast, it might have already driven off the road in this sampling time. The control algorithm works with both of the image processing algorithms. Choosing the vanishing point algorithm instead of the intensity profile algorithm has the additional advantage of making the system less sensitive to bright spots in the image (this justifies the use of this algorithm in spite of the disadvantage mentioned above). Such spots usually occur due to reflections of the sun of ceiling lights on the floor.



6.3



Model of the Lateral Vehicle Dynamics



So far, parameters of the control algorithms like the gain kp or the integration constant ki have always been determined by a trial and error method on the actual plant (the vehicle). This is a valid approach for a system like the one in use, because in case wrong parameters are chosen, the worst thing that can happen is a damage to inexpensive hardware. But for a full-scale vehicle, such an approach is unacceptable. Instead, a way has to be found to simulate the behavior of the vehicle on the road on a computer using a mathematical language like MATLAB. This involves creating a mathematical model of the vehicle dynamics (delays, integrators etc.) Once such a model is established, the control algorithms can be tested on the simulation first before implementing them in the code for automated driving. A mathematical model of the plant is also a great help for finding the values for parameters like kp since they can be derived by analyzing the closed loop consisting of control algorithm and controlled plant. 2 For the analysis, methods like root-locus and gain-/phase-margins in Nyquist or Bode plots can be used [22].



6.3.1



Linearized model of vehicle dynamics



In order to design a controller or to find values for control parameters, the response of the plant to certain inputs has to be known. In this case, with the steering angle being the controller output and the plant input, the response of the plant is a change in heading angle ϕh and lateral deviation ∆y. One way to model these dynamics is the classical single-track 1



Converted to a full-scale vehicle, this would be a speed of about 35 mph Note that a computer simulation is always discrete even though the simulated plant is continuous in nature. This has to be taken into account when creating a software implementation 2
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model. 3 This model has been used in various lateral controller designs (see for example [10, 12]) This model is actually a linearization of some of the nonlinear effects like adhesion, wheel slip etc. (see [12] for some details on the nonlinearities involved). Note that it is not necessary for a simulation of a plant to be linear. In fact, since real world plants are almost always non-linear in nature, a non-linear simulation might even be closer to the original plant. However, the process of finding values for parameters or designing a controller based on the simulated representation is greatly simplified (and sometimes only made possible) by linearizing the mathematical model of the plant. The single-track model is a four state, one input (steering angle δf ), two output (heading angle ϕh and lateral deviation ∆y) system normally represented in state-space form. Figure 6.3 shows the state and output variables of the model. The model is written as x˙ = Ax + Bu y = Cx + Du x =
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Figure 6.3: Variables used for lateral control Apart from ϕh and ∆y, which are both states and outputs, the systems also has the sideslip angle β and the yaw rate r as states. The side-slip angle is proportional to the speed of the vehicle perpendicular to the direction of travel on the road (denoted as vy in Figure 6.3) and is the angle between the speed of the vehicle v and it’s component vx parallel to the road. Note that it is not identical to the heading angle ϕh . The yaw rate is a measure 3



It is called single-track because the two front and the two rear wheels are lumped together to one wheel on the center line of the vehicle
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for the turning rate of the vehicle around the center of gravity and is the derivative of the heading angle ϕh . 4 The four matrices of the state-space system for the single-track model have the following form:    A= 



a11 a12 a21 a22 0 1 v 0



0 0 0 v



0 0 0 0
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b1 b2 0 0
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C=



0 0 1 0 0 0 0 1
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0 0
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(6.7)



with Cr + Cf mv C r lr − C f lf −1 + mv 2 C r lr − C f lf J −(Cr lr2 − Cf lf2 ) Jv Cf mv C f lf J



a11 = − a12 = a21 = a22 = b1 = b2 =



(6.8)



Note that due to the integrative nature of the plant, it has a double pole at zero (a constant step input for the steering angle δf results in a linear change of ϕh and a parabolic change of ∆y). The parameter Cf and Cr are called cornering stiffnesses. All the parameters in the equations above will be discussed in more detail in Section 6.3.2. One important modification has been made to the single-track model in this work. It has been explained in Section 3.2.1 that the desired steering angle is sent as a command to the vehicle’s microcontroller where it is converted to a signal to move a steering servo. Since this servo is a mechanical component, it cannot react instantly to a changing input. Also the transmission of the command takes a small amount of time. Therefore the dynamics of the servo and the transmission delay also have to be modeled and added to the system. In this case, they are modeled as a delay using a first order PADE approximation (a P DT1 system, see [26]). The overall system therefore has one input, two outputs and five states, the additional state being the delayed steering angle. 4



The yaw rate is NOT a derivative of β as it might seem at first. An example might illustrate this: A vehicle might drive over an icy road spinning around itself. In this case, the side-slip angle is zero (vehicle moving parallel to the road) but the yaw rate is nonzero (spinning around the c.g.)
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Once the numerical values for all the matrix elements have been found (see Section 6.3.2), the A, B and C matrix can be used to simulate the dynamics of the vehicle using MATLAB (or a similar tool). It has been mentioned before that a software simulation of a plant is always discrete in nature. Therefore the matrices of the system have to be converted from the continuous state space to the discrete state space. This operation is analogous to doing the z-transformation instead of the s-transformation in the frequency domain (see [29] for an explanation of s- and z-transforms). When simulating the plant with MATLAB, this matrix conversion can either be done internally by using the lsim command or by hand with the c2d command (see the reference manual [26]). The c2d command accepts the continuous state space matrices A and B and a time interval ∆t as parameters and returns the discrete state space matrices Ad and Bd (the C matrix stays the same in this conversion). Using Ad and Bd the state and output variables at step n can be calculated as x (n + 1, 1 : 5) = Ad x (n, 1 : 5) + Bd u (n, 1) y (n, 1 : 2) = C x (n, 1 : 5)



(6.9)



The vector x (n,1:5) is a five element vector containing the five states at step n, the input u (n, 1) is the steering angle δf and y (n, 1 : 2) contains the value of ϕh and ∆y at step n. Note that the values for the states at step n + 1 depend both on the input and the states at step n. The time interval ∆t between the steps can be chosen arbitrarily small depending on how precisely the continuous plant should be simulated and how fast the control algorithm is. However, care has to be taken, that ∆t is significantly smaller than the dynamics of the simulated system or otherwise certain dynamic behavior wouldn’t be simulated. 5 In this case ∆t was chosen to be 25 ms. The dynamics (the reactions of the vehicle to changing input) lie in the order of several tenths of a second to several seconds, therefore no problem arises.



6.3.2



Parameters of the Model



6.3.2.1



Known Parameters



To fill the elements of the matrices of the mathematical model used above, some parameters of the vehicle like speed, mass etc. have to be known. Most of the required parameters for the model can either be measured, calculated or reasonably approximated (see Table 6.1).



5



In communications, this requirement is known as Shannon’s Theorem
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Table 6.1: Known parameters of parameter description m[kg] vehicle mass lf [m] distance c.g. to front axle lr [m] distance c.g. to rear axle b[m] width of vehicle 2 J[kg m ] momentum of inertia a v[m/sec] speed of vehicle Ts [sec] servo delay a
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vehicle value 1.5 0.15 0.14 0.21 0.09 0.2 0.6



Approximated by J = (lf + lr ) ∗ b ∗ m



Obtaining the Unknown Parameters



However, some parameters, namely Cf and Cr which denote the cornering stiffness of the front and rear wheels cannot be measured easily and are therefore unknown. These two parameters are a measure of the interaction of the wheels and the road surface. They are in fact highly non-linear functions of several variables, but are normally approximated as constants for modeling purpose [12]. While there exist tables containing these parameters for different makes of full-scale cars on different types of roads [12, 11], there is absolutely no data available for a small scale model vehicles like the one used in this case. The problem therefore is that the structure of the plant is known ( from the single-track model), but the values for some of the elements in the matrices are unknown, since Cf and Cr are not known. It is in fact possible to get some information about the relation of the elements to each other since the other parameters are known (mass, dimensions, speed etc.). The goal therefore is to somehow get the values for these unknown parameters. There are two different approaches to deal with this problem: 1. A control algorithm could be designed just on the known structure of the plant. The parameters for the control algorithm (gain, etc.) are modified on-line while the algorithm is controlling the plant. The parameters have to be changed in a fashion to achieve the best control performance (see below how this can be done). Such a control algorithm is also called an adaptive controller. This approach however addresses only the controller design itself and is not of any use for obtaining a complete software simulation of the plant. On the other hand, it has an advantage if the unknown parameters change over time, since the control algorithm can adapt to these changes.
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2. An initial estimate for the unknown Cf and Cr is chosen. The complete mathematical model is then created using these estimates. Next, an input signal (in this case several steering commands) is applied to the mathematical simulation of the plant and the actual plant itself. The output of both systems is recorded and compared. Then, the initial estimate for the parameters is modified so that the output of the simulated plant better matches the output of the actual plant. Once the two outputs of the systems are the same, the values for the unknown parameters are found. For this work, the second approach was chosen. Even though the cornering stiffness does change over time (when the vehicle drives over different types of ground), it was assumed here that the cornering stiffness is a constant. This is a valid assumption, since the objective for the lateral control algorithm is to keep the small scale vehicle on the model highway used in the FLASH Lab at all times. Once the values for Cf and Cr are found, the mathematical model of the vehicle dynamics is complete and can be used to design the control algorithm itself. Note that it is possible to combine the two approaches outlined above: A control algorithm is designed on the initial estimates for Cf and Cr and used to control the actual plant. While the vehicle is driving along the road, the input obtained from the image processing algorithm is fed into the control algorithm. The output of the controller (the steering commands) is sent to the vehicle and applied to the mathematical model of the plant. The output of the model and the actual plant output can be compared and new estimates for Cf and Cr are calculated. These new estimates are finally used to design a new control algorithm that will then take over the the control of the vehicle. This combination of online parameter estimation and adaptive controller promises to be very sophisticated but it requires a considerable amount of computing resources. The lack of these resources is the reason why this combination was not implemented in the system at hand.



6.3.2.3



Implementing a Parameter Estimation Algorithm



For the implementation of a parameter estimation algorithm outlined in the previous section, three things are needed: 1. An initial estimate for Cf and Cr . 2. A way to compare the output of the actual plant with the output of the mathematical model. In other words, a function is needed that returns a nonnegative value based on the similarity of the two outputs. The more similar the two outputs are, the smaller the returned value. Two identical outputs should return 0.
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3. A method that indicates how to modify the estimated parameters to make the output of the mathematical model more similar to the actual output. An initial estimate for Cf and Cr can be chosen almost arbitrarily. However, to avoid a large number of iterations in the parameter estimation algorithm, the initial estimates should be in the general area of the final values. This is especially important if the parameter space has local minima (see below). Therefore the initial estimate should come from a table of cornering stiffnesses or from previous calculations. One way to compare the two outputs is to have a function f (Cfest , Crest ) that calculates the sum of the squared difference between the two outputs at each time step. Assuming that there exist outputs from both systems for the time steps 1 . . . n, the nonnegative value returned by the function can be calculated as f (Cfest , Crest ) =



n X



(~yactual (i) − ~ymodel (i))2



with ~ymodel using Cfest , Crest



(6.10)



i=1



In this case, ~y is a two-element vector. The square of a vector is calculated by multiplying the vector with its transpose (the inner product: ||~x2 || = ~x0 ∗ ~x). Using this function, the goal of the parameter estimation algorithm can be written as a minimization problem: Find Cfopt , Cropt with f (Cfopt , Cropt ) = min ||f (Cfest , Crest )||



(6.11)



This is also called the Minimum-Least-Square method. Note that this is not the only way to compare to the two outputs. An alternate way would be to look at the squared difference of maxima of the two outputs. f (Cfest , Crest ) = (max ||~yactual || − max ||~ymodel ||)2



with ~ymodel using Cfest , Crest



(6.12)



However, the Minimum-Least-Square method is the most common algorithm for parameter estimation. As mentioned before, the goal of the parameter estimation algorithm is to find the two values Cfopt and Cropt that minimize the function f (Cfest , Crest ) or finding the global minimum in the parameter space of Cfest and Crest . This space can be viewed as a “terrain” over the Cfest , Crest -plane where the value f (Cfest , Crest ) denotes the height at a certain point (Cfest , Crest ) in this plane (see Figure 6.4). In general, (Cfopt ,Cropt ) can be found by starting at a point (Cf0 , Cr0 ) and going in the direction of the steepest descent. The simplest method to update the estimates for Cf and Cr is therefore to use the negative gradient: Cfnew Crnew



!



=



Cfold Crold



!



− ∇f (Cfold , Crold )



(6.13)
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Figure 6.4: The parameter space for Cf and Cr



The gradient ∇f can be calculated by:    



∇f (Cfold , Crold ) = 



∂f (Cfold ,Crold ) ∂Cfold ∂f (Cfold ,Crold ) ∂Crold



    



(6.14)



There are however a number of problems with this method. First, in order to calculate the gradient of f , the derivatives ∂~ymodel ∂Cf



and



∂~ymodel ∂Cr



(6.15)



have to be calculated. In the frequency domain, ~ymodel can be written as ~ymodel =



ϕh ∆y



!



=



Tϕh ∗ δf T∆y ∗ δf



!



(6.16)



where Txxx are the respective transfer functions. These transfer functions can be obtained by transforming the continuous state space matrices A, B and C (Laplace transform). In the discrete representation, the matrices Ad , Bd and C are transformed to the discrete transfer functions (z-transform). The problem that arises when calculating the derivative of Equation 6.15 is that the parameters Cf and Cr are not linear in the transfer functions (both continuous and discrete). In other words the transfer functions cannot be written as Txxx = Cf ∗ T1 + Cr ∗ T2



(6.17)



since there are also factors with Cf ∗ Cr and Cf2 . This is called non-linear-in-parameter and makes the analytic calculation of the gradient very difficult or even impossible. A solution
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by a difference as shown here for Cf .



f (Cf + ∆Cf , Cr ) − f (Cf , Cr ) ∂f (Cf , Cr ) ≈ ∂Cf ∆Cf



(6.18)



This makes it possible to calculate the gradient in Equation 6.13. Another problem is local minima in the parameter space (see Figure 6.4). The method of the steepest descent might end up in a local minimum instead of the global minimum. As explained above, this can be prevented by choosing the initial estimates close enough to the global minimum. Although the steepest descent method will eventually converge to a minimum, it might take many iterations to do so. To speed up the process, more sophisticated methods called quasi-Newton methods can be used. The methods are implemented in the MATLAB Optimization Toolbox and are explained in the accompanying manual [25]. After all the necessary methods and algorithms are explained, the parameter estimation algorithm can be summed up as follows: Step 1: Come up with an initial estimate for Cf and Cr . Step 2: Calculate the A,B and C matrix of the mathematical model using these parameters Step 3: Apply some input (steering commands) to the model and record the output. Step 4: Apply the same input to the actual plant and record the output. Step 5: Measure the difference between model output and actual output (e.g. by using Minimum-Least-Square). Step 6: Change the parameters in a direction that minimizes the result of Step 5 (steepest descent or other method). Step 7: Go back to Step 2 and iterate until the result of Step 5 is less than a predefined bound (close enough to zero). A final remark on parameter estimation in general. In order to be able to estimate any parameters, the states of the plant that are affected by these parameters have to be observable. In other words the changing of a parameter has to have an effect on the the output of the modeled plant since otherwise no optimization of the parameter is possible. In this case, all states of the modeled vehicle dynamics are observable. In control theory, this is written as rank(C 0 C 0 ∗ A . . .) 6= 0, with A and C being the matrices from the state space model. Therefore a parameter estimation is possible with this plant.
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Results and Problems with Parameter Estimation



The parameter estimation algorithm outlined above has been performed for the two cornering stiffnesses Cf and Cr . Unfortunately, the results of this algorithm were not very encouraging. Here is a list of some of the problems encountered: • It was in no case possible to get exactly the same outputs when applying the same input to both the mathematical model and the actual plant, no matter what values were assumed for the cornering stiffnesses (see Figure 6.5). This problem gets worse with a more complicated input (see Figure 6.6). It can take such an extent that the parameter estimation returns a 0 as the best estimate for one of the the cornering stiffnesses. While a zero (which results in constant zero output for the model) might be the best value to approximate the actual output, it is not a valid value for the modeled vehicle dynamics. Input u 0.4 0.2 0 −0.2 −0.4 0



50



100



150



200



250



300



250



300



Actual / Model yaw angle 0.1 0 −0.1 −0.2 −0.3 0
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Figure 6.5: Result of parameter estimation (note delay between input and output)



• When the parameter estimation returns values for Cf and Cr , they do not stay the same when different input signals are applied. The values for the cornering stiffness of the rear wheel Cr vary over an especially large interval. A reason for this could be that the rear wheels are not steerable, therefore their effect on the output is not so much noticeable when the only input to the system is a steering angle for the front wheels.
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Input u 0.4 0.2 0 −0.2 −0.4 0
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Actual / Model yaw angle 0.1 0.05 0 −0.05 −0.1 −0.15 0
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Figure 6.6: Another parameter estimation result (here with vehicle not pointing exactly in the direction of the road initially



• The actual output of the plant (heading angle ϕh and lateral deviation ∆y) is measured by using the vanishing point analysis outlined in Chapter 5. The measured variables are very noisy. In fact the measured lateral deviation is so disturbed that it is unusable, at least for parameter estimation purposes. Therefore the estimation had to be performed on the output of the heading angle alone. Despite all these problems, some results could be obtained. After a number of parameter estimations with different input signals was done (about 5 different input signals returned usable results), the values seemed to concentrate in the intervals shown in Table 6.2. Table 6.2: Variation in cornering stiffnesses parameter description range nominal value Cf [N/rad] cornering stiffness of front wheels 0.25 - 1.0 0.5 Cr [N/rad] cornering stiffness of rear wheels 500 - 1500 1000 It has to be stressed that the real values for Cf and Cr are probably not the nominal values of Table 6.2. The small number of parameter estimations done does not even justify the statement that the real values lie in the specified range. The parameters however do make some physical sense in that they are about 100 to 1000 times smaller than cornering stiffnesses of a full-scale vehicle [12], roughly the same factor by which the vehicle mass is scaled down. The main use of the nominal values and ranges of Table 6.2 is to have a starting point for the control algorithm design introduced in Section 6.4
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The following is an attempt to explain the bad performance of parameter estimation algorithm and some possible improvements. • As previously mentioned, measuring the actual output of the plant with an image processing algorithm introduces a lot of noise in the measured variables. Better results might be obtained by filtering the actual output before comparing it with the model output (e.g. a low-pass filter to smoothen the output). A filter could also make the lateral deviation output usable for parameter estimation. However, the results of using filtered actual outputs have to be part of future work. • The measurement is also not very accurate. The error for the heading angle is about ±5o and about ±0.01m for the lateral deviation. A possible solution here could be not to rely on image processing at all. While it is good enough for operating the lateral controller, the image processing algorithm might be too inaccurate for parameter estimation. Instead, a device similar to a computer mouse could be used to detect movement and orientation of the vehicle. • The steering servo that translates the steering commands (inputs) to a movement of the front wheel angle is not very precise. When the same steering command is sent to the vehicle at different times, the actual position of the front wheel might differ by several degrees. A solution is of course to use a better servo. This however violates the premise that the hardware in use should be as inexpensive as possible. • Finally the fact that it is not possible to create an output with the mathematical model that is exactly the same as the actual output indicates that the model used is incomplete. There might by dynamics in the system that were not modeled at all or the linearization of the non-linear original model was an over-simplification. Possible solutions that address this problem are a better linear model (more states modeling missing dynamics) or even a non-linear model. Increasing the complexity of the model however also makes the control algorithm design more complicated, especially for a non-linear model.
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Using H∞ Control for Lateral Control



In this section, a different way to design a control algorithm for lateral control is presented. Here, the framework of H∞ control theory is used (see [21] for an introduction to H∞ control). Other than the control algorithm design presented in Section 6.2, a mathematical model of the vehicle dynamics is absolutely required for this design. Even though the mathematical model derived in Section 6.3 is inaccurate, it can still be used for the controller design in this section. The reason for this is that a properly designed H∞ control algorithm guarantees stability 6 for the plant it controls, even if the plant contains some uncertainties such as unknown parameters. The only assumption that has to be made is that these uncertainties have to be bounded, or more precisely, the worst-case deviation of the plant due to the uncertainties has to be known. This property of H∞ control is also called robust stabilization. The nominal values and ranges in Table 6.2 can therefore be taken as a starting point for the H∞ controller design. The ranges in which the actual values lie can then be treated as a bounded uncertainty, making the true plant a combination of the nominal model and the (unknown) uncertainties due to not exactly known parameters. This can be written as G = G0 + ∆M G0



(6.19)



where G is the transfer function of the true plant, G0 is the transfer function of the plant using nominal values for the unknown parameters and the factor ∆M represents the bounded uncertainty. In this case, G and G0 are actually two-element transfer function matrices, mapping the input δf to the outputs ϕh and ∆y. Note that throughout this section, the plant will be referred to both in the representation as a transfer function matrix (frequency domain) and in the representation using the state space matrices (time domain). The correspondence between the two representations is G (s) = CG ∗ (s ∗ I − AG )−1 BG



(6.20)



with I being the Identity matrix or G (z) = CG ∗ (z ∗ I − AGd )−1 BGd



(6.21)



in the discrete case. The matrices AG , BG and CG are the matrices of Equation 6.7, the subscript G has been added to make clear that these matrices are used to form the plant G. 6



Stability of the plant means in this case that the vehicle stays on the road



Nikolai Schlegel



6.4.1



Chapter 6. Designing the Controllers



68



The Objective



As mentioned earlier, the objective for the controller design described here is to obtain a lateral controller that creates steering commands for the vehicle based on its present location with the goal of keeping the vehicle on the road. The plant however, is exposed to several disturbances that make the job for the control algorithm more difficult (see Figure 6.7): 1. The model for the vehicle dynamics in Section 6.3 assumes that the road is always straight. Curves in the road can therefore be modeled as external disturbances to the plant (∆ext in Figure 6.7). 2. The variations in the cornering stiffness Cf and Cr can be modeled with a multiplicative uncertainty. The real plant G is modeled as G = G0 (I + ∆M ) (see Figure 6.7, equation 6.19). This multiplicative uncertainty can also take the form of a disturbance.



∆M u
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Figure 6.7: Disturbances acting on the plant Since there are two different disturbances due to two different effects in the plant, there are also two different design goals for the lateral control algorithm. These design goals can be specified as following: Design for robust stability: The uncertainties in the plant due to parameter variations should have a minimal effect on the control signal u (the output of the controller). In other words, the complementary sensitivity function T with T = KG(I + GK)−1



(6.22)
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should be minimized. This is the transfer function of the closed loop that maps yM → u (see Figure 6.8, see also [33]).
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Figure 6.8: Effect of plant uncertainties on controller output



Design for performance: The external disturbances (curves in the road) should have a frequency dependent effect on the output of the plant. For low frequencies, the effect of the disturbances should be maximized (the vehicle should follow the curve) whereas for high frequencies, the effect of the disturbances should be minimized (high frequency disturbances are most likely measurement errors). This design goal can be expressed as a frequency dependent weighting of the sensitivity function S with S = (I + GK)−1 = I − T



(6.23)



As shown in Figure 6.9, the sensitivity function is the closed loop transfer function that maps ∆ext → y (see [33]). For the H∞ control design described here, the mixed sensitivity approach is used [21, 24]. In H∞ terms, the goal of the mixed sensitivity approach can be specified as follows: W S 1 W3 T







vehicle does not move */ else act_motor_speed = 2500-cnt.count;
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Appendix /* pulses couunt down from 2500 */



p_portion = 4 * (des_motor_speed - act_motor_speed); /* P-protion of PI controller */ i_portion = i_portion + (des_motor_speed - act_motor_speed) / 2; /* I-Portion of PI controller */ if ((p_portion + i_portion) < 0) motor_pwm = 10; /* no negative PWM */ else motor_pwm = p_portion + i_portion; /* new PWM from PI controller */ if (motor_pwm > PWM_BASE) motor_pwm = PWM_BASE; /* PWM cannot be > 100% */ ga_motor_speed(motor_num, motor_pwm); /* set new PWM */



} }



/* process commands from control computer */ if (gi_strm_size( STDIO, STRM_INPUT )) { /* command at COM port? */ cmd = getchar(); /* read command */ if (do_steer) /* should we set a new steer angle? */ { ga_motor_speed(0,768+3*cmd); /* convert parameter to PWM for steering servo and set it */ do_steer = 0; /* steer done */ } else if (do_speed) /* should we set a new speed? */ { des_motor_speed = cmd * 8; /* convert parameter to PWM for drive motor */ do_speed = 0; /* speed done */ } else /* otherwise parse cmd */ { switch (cmd) /* Which Command? */ { case ’1’: /* STEER */ do_steer = 1; break; case ’2’: /* SPEED */ do_speed = 1; break; case ’3’: /* FORWARD */ ga_motor_speed(1, 0); /* stop reverse motor */ motor_num = 3; /* control foreward motor now */ break; case ’4’: /* REVERSE */ ga_motor_speed(3, 0); /* stop foreward motor */ motor_num = 1; /* control reverse motor now */ break; default: break; } /* switch */ } /* if */ } /* if */ /* while */
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/***************************************************************************** * * FUNCTION: * timer_isr() * * DESCRIPTION: * interrupt service routine. gets called once every millisecond. * Counts up to 0.025s and then sets a flag. Its purpose is to keep * track of the time to synchronize the main loop. * *****************************************************************************/ void timer_isr() { if(++count >= 25) /* count up to 25 ms */ { count = 0; /* reset counter */ time_passed = 1; /* set flag to start main loop */ } TFLG1 = 0x10;



/* clear interrupt flag */



TOC4 = TOC4 + ONE_MS;



/* next interrupt after 1ms */



/* this executes the RTI instruction */ asm(" pulx"); asm(" rti"); }
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Appendix C Control Computer Program // // // // // // // // // // // // // // // // // // // // // // // // // // // // // // // // // // // // //



***************************************************************************** PROJECT FILE



: CONTROL : CONTROL.C



DESCRIPTION : This file contains all neccessary tasks for the control of a scaled model vehicle used in the FLASH-Lab. These vehicles can either be controlled manual mode using steering wheel, gas pedal & throttle or in automatic mode using a video camera as an input and some sort of controller to maintain the vehicle in the middle of the road AUTHOR CREATED MODIFIED



: Nikolai Schlegel : 3/ 7/96 : 1/20/96



*****************************************************************************



It is possible to create several versions of this program form this source. The following options are available : LOCAL_IO SERIAL_IO



RC_LINK



SERIAL_LINK



PROFILE



VANISH



: creates a version where input received from the keyboard and output is written to the console. : creates a version where input and output go over the serial I/O port. This allows control of the program from a remote PC. : creates a version of the program that can control the vehicle that is steered via a RC-Link and that has no micro-controller on board. : creates a version of the program that controls the vehicle with a wireless serial link and an onboard HC11 microcontroller. : Get an simple control error (linear combination of lateral deviation and heading angle) by finding maximum of image profile in y-direction. : Explicitly calculate lateral deviation and heading angle by detecting edges and using vanishing line algorithm.
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// DATA_LOG : Record / playback important data. Two modes are possible // * Record steering, speed commands and heading angle, // lateral deviation over time (enabled with "record") on // command line). // * Play back steering ,speed commands, record heading angle, // lateral deviation (enabled with "play" on the command // line) // Note: only works with VANISH // HINF : Use an H-Infinity controller instead of the simple // P-control feedback. Requires calculating of 7 states at // all times. Discrete state space matrices for controller // have to be defined in global variable section. // Note: only works with VANISH // Note: Controller not restricted to HInf, any state space // controller will do in principle // FULL_INFO : in this version, spefic parameters of the controller like // the control error are continously written to the output // device. // TRACE_DUMP : an input of "D" in this version causes an output of the // trace buffer. The trace buffer is written in TRACE.DAT. // This version also display the timing of important FF1 // subroutines. // // *************************************************************************** // // Startup instructions for the control program: // // 1. Make sure the wireless modem connected to control computer is on. // 2. Make sure HC11 and wireless modem on vehicle are on (enough battery) // 3. The camera should by connected to its battery pack // 4a. Either connect camera via cable to control computer // 4b. or connect control computer to HF receiver and use wireless camera // 5. Reset HC11 by pressing the button on the vehicle // 6. The template files ’lower.tpl’ and ’upper.tpl’ should be in the // same directory as ’control.exe’ // 7a. for non-Data-Log operation, type ’control’ on the control computer // 7b. for Data-Log record, type ’control record .cmd .dta’, // is the file to store steering and speed commands // and is the file to store heading angle and lat. deviation // NOTE: heading angle and lateral deviation are only stored in // automted driving mode // 7c. for Data-Log play, type ’control play .cmd .dta’, // where its the file to read the driving commands from and // is the file to store heading angle and lat. deviation // NOTE: start playback by switching to automated mode // #define LOCAL_IO // #define SERIAL_IO #define SERIAL_LINK // #define RC_LINK // #define PROFILE #define VANISH // #define HINF // #define DATA_LOG // #define FULL_INFO // #define TRACE_DUMP // INCLUDE & GLOBAL DEFINES // ============================================================================
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// Including the Standard C Headers #include #include #include #include







// Headers for RTKernel #include "RTKernel.H" #include "ITimer.H" #include "RTKeybrd.H"



// Kernel functions // Timer Interupt // Keyboard I/O using Interrupts



#if defined(SERIAL_IO) || defined(SERIAL_LINK) #include "RTCom.H" // Serial Communication #endif // Headers for Plug-in Card used extern "C" { #include "ff.h" };



// Frame Grabber



#ifdef RC_LINK #undef OVERRUN #include "cb.h" #endif



// DAQ Board



// GLOBAL DEFINES // --------------------------------------------------------------------------// Defines for Task-handling #define MAINPRIO 2 #define OUTPUTPRIO 4 #define INPUTPRIO 6 #define STEERPRIO 8 #define SWITCHPRIO 10



// // // // //



#define DEFAULTSTACK



// Default stack size for tasks



2000



priority priority priority priority priority



of main() of output-related tasks of input-related tasks of tasks that do the actual steering for task that flips modes



// Defines related to serial communication #ifdef SERIAL_IO #define IOPORT 0 // COM-Port to handle program I/0 #define IOBAUD 115200L // Baudrate for program I/0 #endif #ifdef SERIAL_LINK #define LINKPORT 1 // COM-Port for serial link with vehicle #define LINKBAUD 19200 // Baudrate for serial link #endif // Constants for transmission #ifdef RC_LINK #define FOFFSET 2.5 #define FRANGE 2.0 #define BOFFSET 2.0 #define BRANGE 1.0 #define SOFFSET 2.5 #define SRANGE 1.5 #endif



over RC-link // // // // // //



offset voltage for foreward speed voltage range for foreward speed offset voltage for backward speed voltage range for backward speed offset voltage for steering voltage range for steering
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// types of status messages WrStat gets #define START 1 // start of of all controller tasks #define STOP 2 // stop of all controller tasks #define MANUAL 3 // switch to manual mode #define AUTO 4 // switch to automatic mode #define PINT 5 // output int var stored in WrStat_Int #define PFLOAT 6 // output float var stored in WrStat_Float #define ILIST 7 // output list of ints in WrStat_IList #define INIT 8 // global initialize of system #define CHECK 9 // check for HC11 #define BOOT 10 // bootup HC11 // Commands for Steer Mailbox #define STEER ’1’ #define SPEED ’2’



// set steer angle to value following // set speed to value following



// GLOBAL VARIABLES // ============================================================================ TaskHandle TaskHandle



ManualTH; AutoTH;



// Task that deals with manual steer input // Task that deals with automatic steer input



TaskHandle TaskHandle TaskHandle



SteerTH; FlipAutoManTH; ButtonsTH, ReceiveTH, WaitQuitTH; WrStatTH;



// Task that does steer output // Task to switch between modes // Other input tasks



TaskHandle



// Output task



enum {Manual, Automatic} Mode; // Flag for manual/automatic mode enum {Forewards, Backwards} Direction; // Indicator for direction of travel #ifdef SERIAL_IO bool DoWriteStatus; #endif Semaphore FlipModeS; Semaphore TerminateS;



// actually write status info or stay quiet // Semaphore to flip modes // Semaphore to end program



Mailbox StatusMB; Mailbox SteerMB;



// Mailxbox to write out status info // Mailbox for steering commands



int char float char int short



// // // // // //



Integer value to be outputted by WrStat name of this value Float value to be written by WrStat name of this value Integer list to be written by WrStat size of this Integer list



#ifdef DATA_LOG bool doRecord = False; bool doPlay = False; FILE *RecFileH; FILE *PlayFileH; #endif



// // // //



Are we in Record-Mode ? Are we in Playback-Mode ? File for recording data File for playing back data



#ifdef TRACE_DUMP char TraceBuffer[2048]; #endif



// Buffer to store Trace Data



WrStat_Int; WrStat_IntName[3]; WrStat_Float; WrStat_FloatName[3]; WrStat_IList[64]; WrStat_IListSize;
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#if defined(SERIAL_IO) || defined(SERIAL_LINK) char Buffer[8192]; // Buffer for Serial IO #endif #ifdef HINF // discrete state space matrices for controller (cut of below 1e-9) double Ak[7][7] = {{-6.0912e-4,-3.6732e0,-4.3998e0,-2.08438e0,-1.7932e-1,-8.51e-7,-7.02e-7}, {1.1227e-4,6.7685e-1,-3.9268e-1,-1.9002e-1,-1.6414e-2,-7.8e-8,-6.4e-8}, {1.0273e-5,6.2098e-2,9.7701e-1,-7.5537e-3,-6.5326e-4,-3.0e-9,-3.0e-9}, {4.0878e-7,2.4769e-3,7.4042e-2,9.9233e-1,-1.6796e-5,0.,0.}, {1.1e-8,6.3823e-5,2.7839e-3,7.4436e-2,9.9253e-1,0.,0.}, {3.9570e-3,2.3971e1,6.8162e2,-2.6945e3,2.6221e2,9.9104e-1,-6.54e-7}, {5.7866e-4,3.5056e0,1.007e2,-2.3947e2,-4.8805e2,-1.1531e-7,9.9104e-1}}; double Bk[7][2] = {{5.52e-7,4.55e-7}, {2.2e-8,1.8e-8}, {0.,0.}, {0.,0.}, {0.,0.}, {-5.2664e-1,8.9e-8}, {1.6e-8,-5.2664e-1}}; double Ck[7] = {-7.118e3,-2.9144e4,-5.6696e4,-1.0551e5,-5.7304e3, -3.3297e-2,-2.7471e-2}; #endif // FUNCTIONS (not seperate tasks) // ============================================================================ // Function Prototypes // ---------------------------------------------------------------------------void Error(char *msg); #ifdef SERIAL_IO void InitIOPort(); bool ReceiveProg(char *fname); #endif #ifdef SERIAL_LINK void InitLINKPort(void); bool IsHC11There(void); void InitHC11(void); #endif // // ---------------------------------------------------------------------------// NAME : Error // DESCRIPTION : Write an error message on the screen and sound bell. The // message always goes to the local IO device. // void Error(char *msg) { printf("\b----------------------------------------------------------------\n"); printf("%s\n",msg); printf("----------------------------------------------------------------\n\b"); } #ifdef SERIAL_IO // // ---------------------------------------------------------------------------// NAME : InitIOPort // DESCRIPTION : Set up everything for communication over IO-Port // void InitIOPort(void)
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{ // Initialze COM-Port 1 InitPort(IOPORT, IOBAUD, PARITY_NONE, 1, 8); AllocateCOMBuffers(IOPORT, 1024, 1024); EnableCOMInterrupt(IOPORT, 1024); // Enable COM-Interrupt DoWriteStatus = True;



// status info at first



} // // ---------------------------------------------------------------------------// NAME : ReceiveProg // DESCRIPTION : Receive a program for download (either CONTROL.EXE or // CARCTRL.S19. Program is tranfered in 2 KB chunks. // Transfer format: LenHI, LenLO, Byte0 ... Byte2047, ChkByte bool ReceiveProg(char *fname) { FILE *fd; unsigned Data; int i,len; unsigned chk; fd = fopen(fname,"wb"); while (True) { RTKGet(ReceiveBuffer[IOPORT], &Data); /* len = 256 * (Data & 0x00FF); // RTKGet(ReceiveBuffer[IOPORT], &Data); /* len += (Data & 0x00FF); // chk = 0; for (i=0; i old_speed + 5)) { if (RTKPutCond(SteerMB,&SpeedMsg)) // Write speed command RTKPut(SteerMB,&speed); old_speed = speed; } #ifdef DATA_LOG } #endif RTKDelay(1); // !!!!!!!!! CHECK DELAY HERE !!!!!!!!!!!!!!!! #ifdef DATA_LOG if (doPlay) { // read driving commands from ? // store previous point in time oldtime = time;
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// read new line with time, steering and speed if (fgets(line,40,PlayFileH) == NULL) { RTKSignal(TerminateS); // stop program when finished return; } // interpret line sscanf(line,"%ld %d %d",&time,&steer,&speed); deltatime = (int)(RTKGetTime() - lasttime); printf("steer: %d speed: %d delta: %d\n",steer,speed,time-oldtime-deltatime); if ((time - oldtime - deltatime) > 0) RTKDelay(time - oldtime - deltatime); else RTKDelay(0); lasttime = RTKGetTime(); } #endif } }



// // ------------------------------------------------------------------------// NAME : PollJoyStick // DESCRIPTION : Poll one joystick movement (X, Y on joystick 1 & 2) // !!! NOTE : The waiting loop in this function for !!! // !!! the joystick port will change from computer !!! // !!! to computer (trial & error) !!! // void PollJoyStick(int Bit, int *count) { int i; *count = 0; RTKDisableInterrupts(); // don’t let any interrupt take place during this outportb(0x201, 0x00);



// start counter of joystick ADC



do { (*count)++;



// Get joystick position (steering wheel)



for (i=0;i 127) steer = 255; else if (((x1-x10)+(y10-y1)) < -127) steer = 0; else steer = 128 + (x1-x10)+(y10-y1); #ifdef FULL_INFO if (RTKPutCond(StatusMB, &PINTMsg)) { // If space in Mailbox strcpy(WrStat_IntName,"STR"); // write out the desired steer angle WrStat_Int = steer; } #endif // if no significant change in steering angle, do not send message! if ((steer < old_steer - 10) || (steer > old_steer + 10)) { if (RTKPutCond(SteerMB,&SteerMsg)) // Write steer command RTKPut(SteerMB,&steer); old_steer = steer; } if (x2 > x20) // speed above zero threshold speed = 0;
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// calc speed ( 0 to 255)



// if no significant change in speed, do not send message if ((speed < old_speed - 5) || (speed > old_speed + 5)) { if (RTKPutCond(SteerMB,&SpeedMsg)) // Write speed command if (speed = 0; i--) { RTKDumpTrace(TraceBuffer, i); // fputs(TraceBuffer, f); } fclose(f); RTKTraceAll(); // #ifdef LOCAL_IO RTKExec("C:\LIST.COM","TRACE.DAT"); #endif } #endif



stop the trace write header



write trace



resume trace



// // ---------------------------------------------------------------------------// NAME : MAIN // DESCRIPTION : main task, initalizes realtime OS, starts other tasks and // then waits until it gets a Terminate Signal // #ifdef DATA_LOG



116



Nikolai Schlegel



Appendix



void main(int argc, char *argv[]) #endif #ifndef DATA_LOG void main(void) #endif { unsigned InitMsg = INIT; unsigned StartMsg = START; unsigned StopMsg = STOP; #ifdef SERIAL_LINK unsigned CheckMsg = CHECK; unsigned BootMsg = BOOT; #endif #ifdef DATA_LOG // interpret command line in Data-Log mode if (argc > 0) { if (strcmp(argv[1],"record") == 0) { // enable record mode doRecord = True; PlayFileH = fopen(argv[2],"w"); RecFileH = fopen(argv[3],"w"); } if (strcmp(argv[1],"play") == 0) { // enable playback mode doPlay = True; PlayFileH = fopen(argv[2],"r"); RecFileH = fopen(argv[3],"w"); } } #endif // Initialize RTKernel and its seperate modules RTKernelInit(MAINPRIO); ITimerInit(); #if defined(SERIAL_IO) || defined(SERIAL_LINK) RTComInit(); #endif RTKeybrdInit(); #ifdef SERIAL_IO // Set up IO-Port InitIOPort(); #endif // Create semaphores and mailbox for task synchronization FlipModeS = RTKCreateSemaphore(Binary, 0, "FlipMode Semaphore"); TerminateS = RTKCreateSemaphore(Binary, 0, "END Semaphore"); StatusMB = RTKCreateMailbox(sizeof(int),1,"Status Info Mailbox"); SteerMB = RTKCreateMailbox(sizeof(char),4,"Steer Command Mailbox"); // Start the Status and Quit Task WaitQuitTH = RTKCreateTask(WaitQuit, INPUTPRIO, DEFAULTSTACK, "Quit key"); WrStatTH = RTKCreateTask(WrStat, OUTPUTPRIO, DEFAULTSTACK, "Status info"); RTKPut(StatusMB,&InitMsg); #ifdef SERIAL_LINK // Set up and test LINK-Port while (1) {
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InitLINKPort(); RTKPut(StatusMB,&CheckMsg); if (IsHC11There()) break; Error("Make sure the vehicle is turned on !!!"); } RTKPut(StatusMB,&BootMsg); InitHC11(); #endif // Set interval for timer interrupt to 25ms SetTimerIntVal(25000); // Create all tasks with their respective priority FlipAutoManTH = RTKCreateTask(FlipAutoMan, SWITCHPRIO, DEFAULTSTACK, "Mode Switch"); SteerTH = RTKCreateTask(Steer, STEERPRIO, DEFAULTSTACK, "Steering Output"); ButtonsTH = RTKCreateTask(Buttons, INPUTPRIO, DEFAULTSTACK, "Poll console"); ReceiveTH = RTKCreateTask(Receive, INPUTPRIO, DEFAULTSTACK, "Input Receiver"); RTKPut(StatusMB,&StartMsg); RTKWait(TerminateS); // wait until everything is finished RTKPut(StatusMB,&StopMsg); // Terminate all tasks & everything else RTKDelay(20); // Give WrStat a chance to write out everything RTKTerminateTask(&FlipAutoManTH); RTKTerminateTask(&SteerTH); RTKTerminateTask(&ButtonsTH); RTKTerminateTask(&ReceiveTH); RTKTerminateTask(&WaitQuitTH); RTKTerminateTask(&WrStatTH); RTKDeleteMailbox(&StatusMB); #ifdef DATA_LOG // Close all files for logging if (doRecord) fclose(RecFileH); if (doRecord) fclose(PlayFileH); #endif } // ============================================================================
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