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A CAUCHY COMPLETION OF DUALLY RESIDUATED LATTICE ORDERED SEMIGROUPS JASEM Milan, (SK) Abstract. In this paper convergence with a fixed regulator in dually residuated lattice ordered semigroups is investigated and a u-Cauchy completion of a strong dually residuated lattice ordered semigroup is constructed. It is also shown that this completion is uniquely determined up to isomorphism. Key words and phrases. u-uniform convergence, Cauchy sequence, dually residuated lattice ordered semigroups. Mathematics Subject Classification. Primary 06F05.
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Introduction



Dually residuated lattice ordered semigroups (DRl-semigroups) were introduced and studied by Swamy in [14], [15], [16]. DRl-semigroups were also investigated by Kov´aˇr [10], [11], K¨ uhr [12] and by the author [8]. Galatos and Tsinakis [7] proved that DRl-semigroups are equivalent to commutative GBL-algebras. Birkhoﬀ [1] and Luxemburg and Zaanen [13] studied relatively uniform convergence of sequences in vector lattices. Relatively uniform convergence in lattice ordered groups was dealt ˇ ak and Lihov´a [5] and Cern´ ˇ ak and Jakub´ık [6]. Convergence with a ﬁxed regulator with by Cern´ ˇ ak [2], [3] and Cern´ ˇ ak and Lihov´a [4]. in lattice ordered groups was studied by Cern´ This paper is a continuation of the paper [9] where convergence with a ﬁxed regulator in DRl-semigroups was introduced and studied. In the present paper Cauchy sequences are investigated and a u-Cauchy completion of a strong DRl-semigroup has been constructed. 2



Preliminaries



We review some notions and notations used in the paper.



Aplimat - Journal of Applied Mathematics A system A = (A, +, ≤, −) is called a dually residuated lattice ordered semigroup if and only if (1) (A, +, ≤) is a commmutative lattice ordered semigroup with zero element 0, i. e. (A, +) is a commutative semigroup with zero 0 and (A, ≤) is a lattice with lattice operations ∧ and ∨ such that a + (b ∨ c) = (a + b) ∨ (a + c) and a + (b ∧ c) = (a + b) ∧ (a + c), (2) given a, b in A there exists a least x in A such that b + x ≥ a, and this x is denoted by a − b, (3) (a − b) ∨ 0 + b ≤ a ∨ b for all a, b ∈ A, (4) (a − a) ≤ 0 for each a ∈ A. Any DRl-semigroup can be equationally deﬁned as an algebra with the binary operations +, ∨, ∧, −, by replacing (2) by the equations: x + (y − x) ≥ y, x − y ≤ (x ∨ z) − y, (x + y) − y ≤ x [14, Theorem 1]. For any a and b in a DRl-semigroup A we shall write |a − b| = (a − b) ∨ (b − a) (|a − b| is called the symetric diﬀerence of a and b. ) This notation arising from lattice ordered groups is diﬀerent from one used by Swamy in [14], however it is most suitable for our case. The symetric diﬀerence satisﬁes the following conditions: (i) |a − b| ≥ 0, |a − b| = 0 if and only if a = b, (ii) |a − b| = |b − a|, (iii) |a − c| ≤ |a − b| + |b − c|. Any DRl-semigroup is an autometrized algebra with the symetric diﬀerence [14, Theorem 9]. We use N for the set of all positive integers. Let A be a DRl-semigroup. We denote A+ = {x ∈ A; x ≥ 0}. An element x ∈ A+ is said to be Archimedean if whenever y ∈ A+ and ny ≤ x for each n ∈ N, then y = 0. A DRl-semigroup A is called strong if x, y ∈ A and 2x ≤ 2y implies x ≤ y. Any abelian lattice ordered group is a strong DRl-semigroup and hence any Archimedean l-group is also a strong DRl-semigroup. We shall need the following propositions from [14]. Let A be a DRl-semigroup, a, b, c ∈ A. Then (P1 ) a ≤ b if and only if a − b ≤ 0 (Lemma 7), (P2 ) a ≤ b implies (b − a) + a = b (Lemma 8), (P3 ) a ≤ b implies a − c ≤ b − c and c − b ≤ c − a (Lemma 3), (P4 ) (a ∨ b) − c = (a − c) ∨ (b − c) (Lemma 4). Luxemburg and Zaanen [13] introduced notions of a u-uniform convergence and of a relatively ˇ ak and Lihov´a [5] for lattice uniform convergence of sequences for vector lattices and Cern´ ordered groups. Analogous deﬁnition of a u-uniform convergence we shall use for DRl-semigroups. Definition 2.1 Let A be a DRl-semigroup, (xn ) a sequence in A, u ∈ A+ . It is said that a u sequence (xn ) in A converges u-uniformly to an element x ∈ A, written xn → x, if the following condition is satisfied: (C3 ) for each k ∈ N there exists nk ∈ N, such that k|xn − x| ≤ u for each n ∈ N, n ≥ nk . The element u in the Deﬁnition 2.1 is called a convergence regulator. u If xn → x, we say that x is a u−limit of (xn ).
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Aplimat - Journal of Applied Mathematics If we take the same regulator for all sequences we get convergence which is called convergence with a ﬁxed regulator. ˇ ak and Lihov´a have shown that if convergence regulator u in lattice ordered group Cern´ is not Archimedean then a sequence can have more u-limits. So, it is convenient to have an Archimedean element in the role of convergence regulator. Basic properties of the convergence with a ﬁxed regulator in DRl-semigroups were established in [9]. It was shown that if convergence regulator u in a strong DRl-semigroup B is an Archimedean element, then u-limits are uniquely determined (Theorem 1) and if (xn ), (yn ) are sequences in u u u u u B and xn → x and yn → y, then xn + yn → x + y, xn − yn → x − y, xn ∨ yn → x ∨ y, u xn ∧ yn → x ∧ y (Theorem 2). 3



Cauchy sequences and a u-Cauchy completion



Definition 3.1 Let B be a DRl-semigroup, u ∈ B + . A sequence (xn ) in B is called a u-Cauchy sequence, if for each k ∈ N there exists nk ∈ N such that u ≥ k|xm − xn | for each m, n ∈ N, m, n ≥ nk . Throughout the rest of the paper A will be a strong DRl-semigroup and an Archimedean element u of A will be a ﬁxed regulator for all sequences in A. In [9] it was showed that each u-convergent sequence in A is a u-Cauchy sequence (Theorem 6) and that if (xn ) and (yn ) are u-Cauchy sequences, then (xn + yn ), (xn − yn ), (xn ∨ yn ), (xn ∧ yn ) are u-Cauchy sequences, too (Theorem 7). Let C be the set of all u-Cauchy sequences in A. Let (xn ), (yn ) ∈ C. We put (xn ) + (yn ) = (xn + yn ). Further we set (xn ) ≤ (yn ) if and only if xn ≤ yn for each n ∈ N. If (xn ), (yn ) ∈ C and 2(xn ) ≤ 2(yn ), then (xn ) ≤ (yn ) [9, Theorem 2(v)]. We denote by (x) the sequence (x, x, x, . . .) in A. Clearly, the u−limit of this sequence is x. In [9] it was also proved that (C, +, ≤) is a strong DRl-semigroup with zero (0) and lattice operations ∨ and ∧ such that (xn )∨(yn ) = (xn ∨yn ), (xn )∧(yn ) = (xn ∧yn ) for all (xn ), (yn ) ∈ C. Further, (xn ) − (yn ) = (xn − yn ) for all (xn ), (yn ) ∈ C. Swamy [16, p. 71] deﬁned an ideal and a convex sub-DRl-semigroup of a DRl-semigroup as follows. Definition 3.2 A non-empty subset I of A is called an ideal of A if and only if: (i) a, b ∈ I implies a + b ∈ I, (ii) a ∈ I, b ∈ A and |b − 0| ≤ |a − 0| imply b ∈ I. Definition 3.3 Non-empty subset S of A is called a convex sub-DRl-semigroup if and only if the following conditions are satisfied: (i) if a, b ∈ S, then a + b, a − b, a ∧ b, a ∨ b ∈ S, (ii) if a, b ∈ S, x ∈ A and a ∧ b ≤ x ≤ a ∨ b, then x ∈ S.
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The set E of all sequences (xn ) in A such that xn → 0 is an ideal of C and a convex sub-DRlsemigroup of C. [9, Theorems 9 and 10 ] By a congruence relation on a DRl-semigroup B we mean an equivalence relation, having the substitution property with respect to all the operations: +, ∨, ∧ and −. Swamy [16, Theorem 1.2] showed that ideals of any DRl-semigroup correspond one to one to its congruence relations. Further, he showed that if I is an ideal of B, then the binary relation ϑ(I) deﬁned by (a, b) ∈ ϑ(I) if and only if |a − b| ∈ I is a congruence relation on B [16, p. 72]. Hence, the factor semigroup A∗ = C/ϑ(E) is a DRl-semigroup. We denote by (xn )∗ the congruence class modulo ϑ(E) containing the sequence (xn ). Recall that (xn )∗ + (yn )∗ = (xn + yn )∗ , (xn )∗ − (yn )∗ = (xn − yn )∗ , (xn )∗ ∧ (yn )∗ = (xn ∧ yn )∗ , (xn )∗ ∨ (yn )∗ = (xn ∨ yn )∗ , for all (xn )∗ , (yn )∗ ∈ A∗ . Lemma 3.4 (i) E = (0)∗ .    (ii) If (xn ) ∈ C, (xn ) ∈ (xn )∗ , then (xn ) − (xn ), (xn ) − (xn ) ∈ E. Proof. (i) Let (xn ) ∈ E. Since E is a DRl-semigroup, we have |(xn ) − (0)| ∈ E. Hence (xn ) ∈ (0)∗ and thus E ⊆ (0)∗ . Let (yn ) ∈ (0)∗ . Then |(yn ) − (0)| ∈ E. Since |(yn ) − (0)| = ||(yn ) − (0)| − (0)| ∈ E, we have (yn ) ∈ E. Hence (0)∗ ⊆ E.     (ii) If (xn ) ∈ (xn )∗ , then (xn )∗ = (xn )∗ . Thus (xn − xn )∗ = (xn )∗ − (xn )∗ = (xn )∗ − (xn )∗ =   (xn − xn )∗ = (0)∗ = E. Hence (xn ) − (xn ) ∈ E. Analogously, (xn ) − (xn ) ∈ E. Lemma 3.5 Let (xn ), (yn ) ∈ C. Then the following conditions are equivalent: (i) (xn )∗ ≤ (yn )∗ , (ii) (xn ) ≤ (yn ) + (tn ) for some (tn ) ∈ E, (tn ) ≥ (0),     (iii) for each (xn ) ∈ (xn )∗ there exists (yn ) ∈ (yn )∗ such that (xn ) ≤ (yn ). Proof. (i)⇔(ii) Clearly, (xn )∗ ≤ (yn )∗ iﬀ (xn )∗ ∨ (yn )∗ = (yn )∗ iﬀ ((xn ) ∨ (yn )) − (yn ) = |((xn ) ∨ (yn )) − (yn )| ∈ E. Let (zn ) = ((xn ) ∨ (yn )) − (yn ). Thus (zn ) ≥ (0). If (xn )∗ ≤ (yn )∗ , then (zn ) ∈ E. In view of (P2 ) we obtain (xn ) ≤ (xn ) ∨ (yn ) = (((xn ) ∨ (yn )) − (yn )) + (yn ) = (zn ) + (yn ) = (yn ) + (zn ). Conversely, if (xn ) ≤ (yn ) + (zn ), where (0) ≤ (zn ) ∈ E, then from (P3 ) it follows that (xn ) − (yn ) ≤ ((zn ) + (yn )) − (yn ) ≤ (zn ). According to (P4 ), ((xn ) ∨ (yn )) − (yn ) = ((xn ) − (yn )) ∨ (0) ≤ (zn ) ∨ (0) = (zn ) ∈ E. The equivalence of (i) and (iii) is obvious because ϑ(E) is a lattice congruence. Lemma 3.6 A∗ is a strong DRl-semigroup. Proof. Let (xn )∗ , (yn )∗ ∈ A∗ , 2(xn )∗ ≤ 2(yn )∗ . Then (2xn )∗ ≤ (2yn )∗ . By Lemma 3.5, (2xn ) ≤ (2yn )+(tn ) ≤ (2yn )+(2tn ), where (tn ) ∈ E, (0) ≤ (tn ). This implies 2xn ≤ 2yn +2tn = 2(yn +tn ) for each n ∈ N. Then xn ≤ yn + tn for each n ∈ N. This implies (xn ) ≤ (yn ) + (tn ). By Lemma 3.5, (xn )∗ ≤ (yn )∗ . Hence DRl-semigroup A∗ is strong.
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Aplimat - Journal of Applied Mathematics Lemma 3.7 (u)∗ is an Archimedean element in A∗ . Proof. Let (xn )∗ ∈ A∗ , (0)∗ ≤ (xn )∗ , m(xn )∗ ≤ (u)∗ for each m ∈ N. From (0)∗ ≤ (xn )∗ and    Lemma 3.5 it follows that (0) ≤ (xn ) for some (xn ) ∈ (xn )∗ . Thus 0 ≤ xn for each n ∈ N,    (xn )∗ = (xn )∗ . Then (mxn )∗ = m(xn )∗ = m(xn )∗ ≤ (u)∗ for each m ∈ N. By Lemma 3.5,  u (mxn ) ≤ (u) + (tn ) for some (tn ) ∈ E, (tn ) ≥ (0). Since tn → 0 for each k ∈ N there exists nk ∈ N such that tn = |tn − 0| ≤ k|tn − 0| ≤ u for each n ∈ N, n ≥ nk . Thus for each m ∈ N we    have mxn ≤ u + tn ≤ 2u, where n ∈ N, n ≥ nk . Hence 2pxn ≤ 2u for each p ∈ N. Then pxn ≤ u    u for each p ∈ N. This yields xn = 0 for each n ∈ N, n ≥ nk . Thus xn → 0 and hence (xn ) ∈ E.  Then (xn )∗ = (xn )∗ = E. Therefore (u)∗ is an Archimedean element in A∗ . u



(u)∗



Lemma 3.8 Let (xn ) be a sequence in A. If xn → 0, then (xn )∗ → (0)∗ . u



Proof. Let (xn ) be a sequence in A, xn → 0. Hence for each k ∈ N there exists nk ∈ N such that k|xn − 0| ≤ u for each n ∈ N, n ≥ nk . Then (u) ≥ (k|xn − 0|) = k(|xn − 0|) = k|(xn ) − (0)| for each n ∈ N, n ≥ nk . Thus (u)∗ ≥ k|(xn )∗ − (0)∗ | for each n ∈ N, n ≥ nk . Hence (xn )∗ →(0)∗ . Lemma 3.9 Let (xn ) ∈ C, l ∈ N, a1 , . . . , al ∈ A. Let yn = xl+n−1 for each n ∈ N i. e. (yn ) = (xl , xl+1 , xl+2 , . . .). Let z1 = a1 , . . . , zl = al , zn = xn for each n ∈ N, n ≥ l + 1 i. e. (zn ) = (a1 , . . . , al , xl+1 , xl+2 , . . .). Then (i) (yn ), (zn ) ∈ C, (ii) (xn )∗ = (yn )∗ = (zn )∗ . Proof. Since (xn ) ∈ C, for each k ∈ N there exists nk ∈ N such that k|xm − xn | ≤ u for each m, n ∈ N, m, n ≥ nk . (i) Since l + m − 1 ≥ nk , l + n − 1 ≥ nk , we have u ≥ k|xl+m−1 − xl+n−1 | = k|ym − yn | for each m, n ∈ N, m, n ≥ nk . Therefore (yn ) ∈ C. Further, if we take nk ∈ N, nk ≥ l, then we have k|zm − zn | = k|xm − xn | ≤ u for each m, n ∈ N, m, n ≥ nk . Hence (zn ) ∈ C. (ii) If we take m = l + n − 1, we have u ≥ k|xl+n−1 − xn | = k|yn − xn | = k||yn − xn | − 0| for u each n ∈ N, n ≥ nk . Thus |yn − xn | → 0. Hence |(yn ) − (xn )| ∈ E. This implies (xn )∗ = (yn )∗ . u Clearly |zn − xn | → 0 and hence |(zn ) − (xn )| ∈ E. Therefore (xn )∗ = (zn )∗ . Denote by C ∗ the set of all (u)∗ -Cauchy sequences in A∗ . Theorem 3.10 Let (xn ) be a sequence in A. Then (xn ) ∈ C if and only if ((xn )∗ ) ∈ C ∗ . Proof. Let (xn ) ∈ C. Then for each k ∈ N there exists nk ∈ N such that k|xm − xn | ≤ u for each m, n ∈ N, m, n ≥ nk . Thus (u) ≥ (k|xm − xn |) and hence (u)∗ ≥ (k|xm − xn |)∗ = k|(xm )∗ − (xn )∗ | for each m, n ∈ N, m, n ≥ nk . Therefore ((xn )∗ ) ∈ C ∗ . Let ((xn )∗ ) ∈ C ∗ . Then for each k ∈ N there exists nk ∈ N such that k|(xm )∗ − (xn )∗ | = |(k(xm − xn ))∗ | ≤ (u)∗ for each m, n ∈ N, m, n ≥ nk . From Lemma 3.5 it follows that (k|xm − xn |) ≤ (u) + (tl ), where (tl ) ∈ (0)∗ , (0) ≤ (tl ). u Hence tl → 0. Thus for each p ∈ N there exists np ∈ N, such that p|tl | ≤ u for each l ∈ N, l ≥ np . For k = 1 we have tl ≤ u for each l ∈ N, l ≥ n1 .
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Aplimat - Journal of Applied Mathematics Hence k|xm − xn | ≤ 2u, for each m, n ∈ N, m, n ≥ nk0 = max{nk , n1 }. Then for any k ∈ N there exists nk1 ∈ N such that 2k|xm − xn | ≤ 2u for each m, n ∈ N, m, n ≥ nk1 . This implies that for each k ∈ N there exists nk1 ∈ N such that k|xm −xn | ≤ u for each m, n ∈ N, m, n ≥ nk1 . Therefore (xn ) ∈ C. (u)∗



Theorem 3.11 Let (xn ) ∈ C. Then (xn )∗ → (xn )∗ . Proof. If (xn ) ∈ C, then for each k ∈ N there exists nk ∈ N such that u ≥ k|xm − xn | for each m, n ∈ N, m, n ≥ nk . If we take n = nk , we get u ≥ k|xm − xnk | for each m ∈ N, m ≥ nk . Similarly, if we take n = nk +1, n = nk +2, . . . , we can get u ≥ k|xm −xnk +1 |, u ≥ k|xm −xnk +2 |, . . . , for each m ∈ N, m ≥ nk . Hence (u)∗ ≥ (k|xm − xnk |, k|xm − xnk +1 |, k|xm − xnk +2 |, . . .)∗ . In view of Lemma 3.9 we obtain (u)∗ ≥ (k|xm −x1 |, k|xm −x2 |, . . . , k|xm −xnk |, k|xm −xnk +1 |, . . .)∗ = (u)∗



(k|(xm ) − (xn )|)∗ = k|(xm )∗ − (xn )∗ | for each m ∈ N, m ≥ nk . Therefore (xn )∗ → (xn )∗ . Theorem 3.12 Let ϕ : A → A∗ be the mapping such that ϕ(x) = (x)∗ for each x ∈ A. Then (i) ϕ is a monomorphism, (ii) every element of A∗ is the (u)∗ -limit of some sequence in ϕ(A). Proof. (i) Let x, y ∈ A. Clearly ϕ(x + y) = ϕ(x) + ϕ(y), ϕ(x − y) = ϕ(x) − ϕ(y), ϕ(x ∧ y) = ϕ(x) ∧ ϕ(y), ϕ(x ∨ y) = ϕ(x) ∨ ϕ(y). If ϕ(x) = ϕ(y), then (x)∗ = (y)∗ . This implies (x) ∈ (y)∗ . Then |(x) − (y)| = (|x − y|) ∈ E. Since 0 is the u−limit of the sequence (|x − y|), we have |x − y| = 0. Hence x = y. (ii) Let (xn )∗ ∈ A∗ . Then ((xn )∗ ) is a sequence in ϕ(A). Since (xn ) ∈ C, from Theorem 3.11 it (u)∗



follows that (xn )∗ → (xn )∗ . Definition 3.13 Let B be a DRl-semigroup. If every u−Cauchy sequence (xn ) in B is u−convergent, then B is called u−Cauchy complete. Definition 3.14 Let B be a DRl-semigroup. A DRl-semigroup D is said to be a u−Cauchy completion of B, if the following conditions are satisfied: (i) B is a sub-DRl-semigroup of D, (ii) D is u−Cauchy complete, (iii) Every element of D is a u−limit of some sequence in B. Theorem 3.15 A∗ is a (u)∗ −Cauchy complete DRl-semigroup. n = (xnm )∗ Proof. Let X 1 = (x1m )∗ , X 2 = (x2m )∗ , . . . be a sequence in C ∗ . Let n ∈ N. Let Xm n for each m ∈ N. Hence Xm ∈ ϕ(A) for each m ∈ N. By Theorem 3.11, the sequence n n n ∗ (X1 , X2 , X3 , . . .) (u) −converges to X n . Hence for choosen n ∈ N there exists mn ∈ N, such n − X n | ≤ (u)∗ for each m ∈ N, m ≥ mn . If we let run n over N, we can take that n|Xm n − X n | ≤ (u)∗ for each n ∈ N. Let m1 ≤ m2 ≤ · · · . Further, if we take m = mn , we get n|Xm n n n ∗ Zn = Xmn for each n ∈ N. Then n|Zn − X | ≤ (u) for any n ∈ N.
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Aplimat - Journal of Applied Mathematics Now we show that (Zn ) ∈ C ∗ . Since (X n ) is an (u)∗ −Cauchy sequence, for each l ∈ N there exists nl ∈ N, nl > l such that l|X m − X n | ≤ (u)∗ for each m, n ∈ N, m, n ≥ nl . Since l ≤ m, n, we get l|Zm − X m | ≤ m|Zm − X m | ≤ (u)∗ , l|X n − Zn | ≤ n|X n − Zn | = n|Zn − X n | ≤ (u)∗ for each m, n ∈ N, m, n ≥ nl . Then we have 2(u)∗ ≥ l|Zm − X m | + l|X m − X n | = l(|Zm − X m | + |X m − X n |) ≥ l(|Zm − X n |) for each m, n ∈ N, m, n ≥ nl . Hence for any l ∈ N there exists nl1 ∈ N, nl1 ≥ nl such that 2(u)∗ ≥ 2l|Zm − X n | for each m, n ∈ N, m, n ≥ nl1 . Therefore (u)∗ ≥ l|Zm − X n | for each m, n ∈ N, m, n ≥ nl1 . Further, we obtain 2(u)∗ ≥ l|Zm − X n | + l|X n − Zn | = l(|Zm − X n | + |X n − Zn |) ≥ l|Zm − Zn | for each m, n ∈ N, m, n ≥ nl1 . Thus for any l ∈ N there exists nl2 ∈ N, nl2 ≥ nl1 such that 2(u)∗ ≥ 2l|Zm − Zn | for each m, n ∈ N, m, n ≥ nl2 . Therefore for each l ∈ N there exists nl2 ∈ N such that (u)∗ ≥ l|Zm − Zn | for each m, n ∈ N, m, n ≥ nl2 . Therefore (Zn ) ∈ C ∗ . If we put zn = xnmn , then Zn = (zn )∗ . Since (Zn ) ∈ C ∗ , from Theorem 3.10 it follows that (zn ) ∈ C. By Theorem 3.11, Zn → (zn )∗ . Let t ∈ N. Since Zn → (zn )∗ , there exist nt ∈ N, nt ≥ t such that t|Zk − (zn )∗ | ≤ (u)∗ for each k ∈ N, k ≥ nt . Since t ≤ k, we have t|X k − Zk | = t|Zk − X k | ≤ k|Zk − X k | ≤ (u)∗ for each k ∈ N, k ≥ nt . Then we have 2(u)∗ ≥ t|X k − Zk | + t|Zk − (zn )∗ | = t(|X k − Zk | + |Zk − (zn )∗ |) ≥ t|X k − (zn )∗ | for each k ∈ N, k ≥ nt . Thus for any t ∈ N there exists nt1 ∈ N, nt1 ≥ nt such that 2(u)∗ ≥ 2t|X k − (zn )∗ | for each k ∈ N, k ≥ nt1 . Hence for each t ∈ N there exists nt1 ∈ N such that (u)∗



(u)∗ ≥ t|X k − (zn )∗ | for each k ∈ N, k ≥ nt . Therefore X n −→ (zn )∗ . If x and ϕ(x) = (x)∗ will be identiﬁed for each x ∈ A, then A is a subgroup of A∗ and (u)∗ = u. Then we get as a consequence of Theorems 3.12 and 3.15 the following proposition. Theorem 3.16 A∗ is an u−Cauchy completion of A. Theorem 3.17 If A1 and A2 are u−Cauchy completions of A, then there exists a semigroup l-isomorphism of A1 onto A2 leaving all elements of A fixed. Proof. From the assumptions it follows that A is a sub-DRl-semigroup of A1 and A2 . Let   u x ∈ A1 . Then there exists a sequence (xn ) in A such that xn → x in A1 . Since (xn ) is a convergent, (xn ) is an u−Cauchy sequence in A1 and then also in A and A2 . Since A2 is     u u−Cauchy complete, there exists x ∈ A2 such that xn → x in A2 . We put ψ(x ) = x . Now we show that the mapping ψ is correctly deﬁned. Let (yn ) be another sequence in A   u such that yn → x in A1 . Analogously as above we can get that there exists x ∈ A2 such    u u u u that yn → x in A2 . Then we have xn − yn → 0, yn − xn → 0 in A1 and xn − yn → x − x ,   u u u yn − xn → x − x in A2 . Since 0 ∈ A ⊆ A2 , we have xn − yn → 0 in A2 , yn − xn → 0 in     A2 , Because u-limits are uniquely determined we obtain x − x = 0, x − x = 0. Then (P1 )       yields x ≤ x x ≤ x . Therefore x = x .    u Let z ∈ A2 . Then there exists a sequence (zn ) ∈ A such that zn → z in A2 and z ∈ A1      u such that zn → z in A1 . Then ψ(z ) = z . Therefore ψ is a surjective mapping. Let a , b ∈ A1 ,      u u  ψ(a ) = a , ψ(b ) = b . Hence there are sequences (an ) and (bn ) in A such that an → a , bn → b        u u  u u u in A1 and an → a , bn → b in A2 . Then an + bn → a + b , an − bn → a − b , an ∨ bn → a ∨ b ,           u u u u u an ∧ bn → a ∧ b in A1 , an + bn → a + b , an − bn → a − b , an ∨ bn → a ∨ b , an ∧ bn → a ∧ b             in A2 . Therefore ψ(a + b ) = a + b = ψ(a ) + ψ(b ), ψ(a − b ) = a − b = ψ(a ) − ψ(b ),             ψ(a ∨ b ) = a ∨ b = ψ(a ) ∨ ψ(b ), ψ(a ∧ b ) = a ∧ b = ψ(a ) ∧ ψ(b ).
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ON THE HYPER-WIENER INDEX AND POLYNOMIAL OF A GRAPH SEIBERT Jaroslav, (CZ) Abstract. There exist more than thousand topological indices and various polynomials which characterize the structure of graphs. Most of them have some applications in chemistry, physics, biochemistry, computer and communication sciences. The Wiener and hyper – Wiener indices are the most studied topological indices, both for algebraic aspects and rich applications. In this contribution the hyper – Wiener index and polynomial of some specific classes of graphs are found. Further, one of the most interesting extension of the Wiener index introduced by Eliasi and Taeri is shown. Key words and phrases. Simple graph, distance matrix, hyper-Wiener index, hyper-Wiener polynomial, extension of Wiener index Mathematics Subject Classification: Primary 05C12, 05C85; Secondary 05C50



1



Introduction



The advantage of using the graph theory in chemical studies lies in the possibility to apply directly its mathematical apparatus and proof techniques. A given problem may be considered on a higher level of abstraction which enables a relatively simple insight into the structural features of the molecule. The obtained graph–theoretical results have a general validity and may be formulated as theorems and rules which can then be applied to any similar group of molecules without any further numerical or conceptual work. Various topological indices are real numbers related to a molecular graph. They must be structural invariants which do not depend on the labeling of the concrete representation of a graph. Some of these topological indices have found applications as means to model chemical, pharmaceutical and other properties of molecules. roughout this contribution we will use connected graphs without loops and multiple edges. Several invariants were derived from the distance matrix of a graph.



Aplimat – Journal of Applied Mathematics Definition 1. Let G  (V , E ) be a graph with the vertex set V  v1 ,..., v n  . Then the distance matrix of G is defined as the n  n matrix D(G )  (d ij ) , where d ij  0 for i  j and d ij is the distance



between vertices vi and v j for i  j . Definiton 2. The Wiener index W (G ) of a graph G is the sum of all entries above the main diagonal of the distance matrix, so that W (G )   d ij . Let d (G, k ) be the number of pairs of i j



vertices in G that are distance k apart, and d (G,0)  n . The graph polynomial defined N



as H (G, x)   d (G, k ) x k , where N is the diameter of the graph G , is called the Wiener k 0



polynomial. The Wiener polynomial was introduced by Hosoya in 1988. It is easy to see that the first derivative of H (G, x) at x  1 equals the Wiener index. We let Pn , C n , K n and Ln denote the path, circuit, complete graph and wheel on n vertices, K r , s the complete bipartite graph on parts of size r, s . The Wiener polynomials for these types of graphs are given e. g. in [6, Theorem 1.2.]. Theorem 1. (Theorem 1.3 in [6], Theorem 3 in [7]). The folowing relations hold for the Wiener index of the above–mentioned types of graphs:



 n  1  , W ( Pn )    3  3  n  1 1  for n odd, W (C n )  n 3 for n even, W (C n )   4  3  8 n W ( K n )    , 2 r  s  W ( K r , s )  2    rs  2   ,  2  2  n  1  . W ( Ln )  2   2  In the case of large graphs it is practical to use some of „decomposition“ rules to compute the Wiener index of such graphs. Two statements were proved in [7]. Theorem 2. ([7], Theorem 1] Let G be a graph having a bridge incident with the vertices v p , v p 1 . The deletion of this bridge



disconnects G into two connected subgraphs G p and Gq , p  1, q  1 , with the sets of vertices



v ,..., v  and v 1



p



p 1



, ..., v p  q , respectively. Then



p



W (G )  W (G p )  W (Gq )  pq  q  d ip  p i 1



26 



pq



d



j  p 1



p 1 j



.
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A similar statement was also proved for using an articulation vertex instead of a bridge. 2



The hyper – Wiener index



Many authors have tried to generalize the Wiener index and the Wiener polynomial of a graph. Randić in 1993 introduced an extension of the Wiener index for trees, and this has come to be known as the hyper–Wiener index. In 1995 Klein, Lucovits and Gutman generalized this extension to cyclic structures (see more in [3]). Then the hyper–Wiener index Wh (G ) of a graph G 1 1 2 is expressed in the form Wh (G )  W (G )   d ij or equivalently 2 2 i j d ij (d ij  1)  d ij  1 1 2 . Wh (G )   (d ij  d ij )      2 2 i j 2  i j i j  It is easy to see that the following relations between Wh (G ) and polynomial H (G, x) hold. d2 d 1 d2 x H (G, x)  f ( x) and H (G, x)  H (G, x)  g ( x) then If we denote dx 2 dx 2 dx 2 Wh (G )  f (1)  g (1) . All attemps to extend the Wiener polynomial were done with respect to the previous relations. k 1 d (G, k ) x k . 2 k 0 N



In [2] Cash has defined the hyper-Wiener polynomial by H h (G, x)   The value of its derivative at x  1 is Wh (G ) as



N k 1 d d (G, k ) k x k 1 . H h (G, x)  H h (G, x)   2 dx k 1 N  d ij  1  k  1   Wh (G ) . d (G, k ) which is equivalent to the sum   Then H h (G ,1)    2  k 1  2  i j 



Now we express the hyper–Wiener polynomials and indices for the path Pn , complete graph K n , circuit C n and wheel Ln on n vertices and the complete bipartite graph K r , s .



Theorem 3. The following statements hold for the hyper–Wiener indices.  n  2  , 1. Wh ( Pn )    4  n 2. Wh ( K n )    , 2  n  n   2    1 3. Wh (C n )  n  2    2  if n  4 is even,  3   2     
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 n  3   Wh (C n )  n  2  if n  3 is odd,  2    3 4. Wh ( Ln )  2(n  1)  (n  1)(n  4) for n  4 , 2  r   s  5. Wh ( K r , s )  rs  3      .  2   2  Proof. The formulas can be proved by direct computation of the hyper–Wiener index. We will do it  d ij  1 . only for a circuit C n using the basic relation Wh (G )    2  i j 



First, let n  4 be an even integer. Then d ij  1 for n pairs of vertices ( vi , v j ), d ij  2 also for n pairs of vertices and so on, but d ij 



n n for pairs of vertices. 2 2



It means that n 1 n  n  n  n  2  j  n   1 n   1   2  n   1 2   n     2   n  2  22  2  2      2  j 2  2   2   2   3    b  i   b  1  , where b  a . using the well–known combinatorial identity      i a  a   a  1



n  2 3   Wh (C n )  n    n    ...  n  2   2   2  2  



Now let n  3 be an odd integer. Then we have by the same reasons n 1  n  1  n  3 2  j  2 3      Wh (C n )  n    n    ...  n 2   n     n  2  .  2   2  j 2  2   2  2     Theorem 4. The following relations hold for the hyper–Wiener polynomials of the mentioned types of graphs. n 1 k 1 (n  k ) x k , 1. H h ( Pn , x)   2 k 0 n 1 2. H h ( K n , x)  n    x , 2 2 n 1 2



n



1 k 1 k 1 n 3. H h (C n , x)  n  n  x  n (  1) x 2 if n  4 is even, 2 2 4 2 k 1 n 1 2 k 1 k 1 H h (C n , x)  n  n  x if n  3 is odd, 2 2 k 1 1 3 4. H h ( Ln , x)  n  2 (n  1) x  (n  1)(n  4) x 2 for n  4 , 2 4
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5. H h ( K r , s , x) 



1 3  r   s  (r  s )  rs x       x 2 . 2 2  2   2 



Proof. These polynomials are derived from the definition given by Cash.



A direct calculation of the index Wh (G ) and the polynomial H h (G, x) is possible only for several classes of graphs or for graphs on a small number of vertices. In the case of large graphs it is necessary to use a computer program. Such program can be found in [8]. 3



Other extension of the Wiener index



In this section we will comment on one of the most interesting way for a generalization of the Wiener and hyper–Wiener indices of graphs. Eliasi and Taeri [3] introduced the notion of the y -Wiener index of graphs. They used the Gamma function as a generalization of the well-known 



factorial function. It is defined as ( x)   t x 1e t dt for any nonnegative real number x . Remember 0



two basic properties of this function: (1) ( x  1)  x ( x) and (2) (k  1)  k! for a nonnegative integer k . Definition 3. ([3], Definition 1).



Let y be a positive real number. Then the y -Wiener index W (G, y ) of a graph G is defined as follows: N (d ij  y ) (k  y ) W (G, y )   or equivalently W (G, y )   d (G, k ) . k 1 y  ( k ) i  j y  ( d ij ) Putting y  1 in the relation for W (G, y ) we have d ij (d ij ) (d ij  1) W (G,1)      d ij  W (G ) , (d ij ) i j i  j  ( d ij ) i j which means that the 1–Wiener index is the Wiener index. Putting y  2 in the definition of W (G, y ) we have (d ij  1) (d ij  1) (d ij  1) d ij (d ij  2)  d ij  1   Wh (G ) , W (G, 2)        2 (d ij ) 2 2  i  j 2  ( d ij ) i j i j i j  which means that the 2-Wiener index is the hyper–Wiener index. By a similar way Eliasi and Taeri introduced the y -Wiener polynomial H (G, x, y ) of a graph G . N (k  y ) Concretely H (G, x, y )   d (G, k ) x k . k 1 y  ( k  1)



(k  1) d (G, k ) x k  H (G, x)  n k 1  ( k  1) N N k 1 n  ( k  2) and H (G, x, 2)   d (G, k ) x k   d (G, k ) x k  H h (G, x)  . 2 2 k 1 2  ( k  1) k 1 N



We can easy see that H (G, x,1)  
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The value of the first derivative of H (G, x, y ) at x  1 is W (G, y ) . The authors also obtained some mathematical properties of this new topological index. 4



Concluding remarks



Some authors, e.g. [6], have found as more practical and natural for applications in chemistry to express the Wiener polynomial in the ordered form. Then H (G, x)   d ij x k where the sum is now over all ordered pairs



v , v  i



j



i, j



of vertices in G , including those where vi  v j . It means that



H (G, x)  2 H G, x   n . Further invariants can be obtained of this definition. It is also possible to introduce the hyper-Wiener index for trees by another way , e.g. [5]. Let P be the unique path connecting the vertices vi , v j and let ni , n j be the number of vertices on the



two sides of the path P . Then Wh G    ni n j with summation going over all pairs of vertices of a i, j
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HEXAGONAL AND GOLDEN QUASIGROUPS ˇ ´ Alena, (CZ) VANZUROV A



Abstract. Our aim is to investigate two subvarieties in the variety of idempotent medial quasigroups, namely hexagonal quasigroups and golden section quasigroups. For both classes, we present here a construction of special finite examples of low order, particularly those arising from an additive group of a finite field and a suitable left translation (with respect to multiplication). As useful tools, we use the concept of isotopism and a modified version of the Toyoda theorem. Key words and phrases. Magma, quasigroup, medial law, hexagonal quasigroup, golden section quasigroup, finite field. Mathematics Subject Classification. Primary 20N05, 05B15; Secondary 12E20.



1



Basic concepts



We consider mostly binary systems Q = (Q, ·) here, algebras of type ( · , 2), with one binary operation on the non-empty carrier set Q, that are called groupoids or magmas. If not otherwise stated, we write the operation multiplicatively, and additive notation is reserved for groups only. Juxtaposition is preferred to composition where the product is explicitly written. The left and right translation in (Q, ·) by a ﬁxed element u are the maps L·u , Ru· : Q → Q, L·u : x → ux, respectively Ru· : x → xu. A dual magma (Q, ∗) to (Q, ·) has the operation related by a ∗ b = b · a. Under a pointed magma (or quasigroup) we mean the algebraic system together with a distinguished element from the underlying set. We use the notation (Q, ·; q) etc. In the case of a pointed group or loop, we agree to distinguish just the identity element. 1.1



Isotopism of quasigroups



Quasigroups can be characterized in two ways. Either equationally, as algebras with three binary operation ·, / and \ (called multplication, right and left division) which are related by



Aplimat - Journal of Applied Mathematics the identities [9], [7] xy/y = y\yx = (x/y)y = y(y\x) = x, or as magmas in which the equations ay = b, xa = b admit unique solution, denoted a\b or b/a, respectively, for which the above identities can be veriﬁed; left and right translations are permutations of Q. In the ﬁnite case, both approaches are interchangable. For the sake of simplicity, we follow the second view-point here. A loop is a quasigroup with two-sided identity element. Recall that a group can be introduced as a quasigroup which is at the same time a semigroup, i.e. is associative, [3]. Denote by Aut(G) the automorphism group of the given group G. Under an isotopy of a magma (Q, ·) onto (Q , · ) we mean a triplet of bijections (α, β, γ) : Q → Q such that α(x)· β(y) = γ(x · y) for all x, y ∈ Q, or equivalently, x · y  = γ(α−1 (x ) · β −1 (y  )) for all x , y  ∈ Q , [9], [8]. In the case α = β = γ, we speak about isomorphism. The class of isotopisms coincides with the class of isomorphisms for groups, hence for groups, isotopism plays no role whatever. But for quasigroups and loops, isotopism plays the central role; isomorphism is too restrictive since too strong. We speak about the principal isotopy of a quasigroup if γ = id. The LP-isotopy of a quasigroup is a principal isotopy onto a loop. Under a pointed magma or quasigroup we mean the algebraic system together with a distinguished element from the underlying set. We use the notation (Q, ·; q) etc. In the case of a pointed group, we agree to distinguish just the identity element. 1.2



Idempotent medial quasigroups



In the term algebra of type (·, 2), consider the unary term j(x) = x · x = x2 , the ternary term t(x, y, z) = xy · z and the quaternary terms m(x, y, z, u) = xy · zu, p(x, y, z, u) = x(yz · u). We are interested in magmas Q = (Q, ·) which are reducts of quasigroups and in which the identity j Q (x) = x holds together with some of the identities mQ (x, y, z, u) = mQ (x, z, y, u), pQ (x, y, z, u) = pQ (y, x, z, u), or tQ (x, t(x, y, z), z) = y. An element q ∈ Q is idempotent in the magma (Q, ·) if q 2 = q holds. If the identity Q j (x) = x holds, i.e. all elements are idempotent, the magma itself is called idempotent. If the identity xy · zu = xz · yu (1) is satisﬁed, i.e. if mQ (x, y, z, u) = mQ (x, z, y, u) holds for the term function, the magma Q is called medial [7], entropic [11], [12], also abelian, [13], [14]. The identity pQ (x, y, z, u) = pQ (y, x, z, u) will be called the left hexagonal identity; explicitly, x(yz · u) = y(xz · u).



(2)



The identity tQ (x, t(x, y, z), z) = y is the left GS-identity; explicitly, (x · (xy · z)) · z = y.



(3)



Mediality together with idempotency imply elasticity since xy · xx = xx · yx, and also left and right distributivity: Lemma 1.1 Any idempotent and medial quasigroup is distributive. Proof. Indeed, xy · xz = xx · yz = x(yz) and xz · yz = xy · zz = (xy)z.
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Toyoda-like Theorems



It is known for some time that idempotent medial quasigroups are in fact isotopes of abelian groups. In what follows we make use of the following results, [13], [16], [8]: Lemma 2.1 Let G = (Q, +; e) be a commutative group with the identity element e and let α, β ∈ Aut(G) be commuting automorphisms of the group. Introduce the operation x · y = α(x) + β(y)



for all x, y ∈ Q.



(4)



Then Q = (Q, ·) is a medial quasigroup with the idempotent element e, and the given mappings can be interpreted as translations of the quasigroup, namely, α = Re· and β = L·e . Lemma 2.2 If Q = (Q, ·; e) is a pointed medial quasigroup then the binary operation +e deﬁned on Q by for x, y ∈ Q (5) x +e y = Re−1 (x) · L−1 e (y) = (x/e) · (e\y) is associative and commutative. Moreover, if e ∈ Q is an idempotent element of (Q, ·) then (Q, +e ; e) is a commutative group with the identity element e, and the translations Re· and L·e are commuting automorphisms of the group G, [13], [16]. Proof. In [13], [16], it is checked that (Q, +e ) is a commutative semigroup. Verify that (Q, +e ) is a quasigroup: (Re , Le , idQ ) is a principal isotopy of (Q, ·) onto (Q, +e ) since we can write (5) equivalently as for all x, y ∈ Q. xy = Re (x) +e Le (y) = xe +e ey Let e ∈ Q be idempotent. Then for all x ∈ Q, xe = xe +e ee = xe +e e holds, and ex = ee +e ex = e +e ex. Hence e is the identity element, and (Q, +e ) is an LP -isotope of Q. Together, we have Theorem 2.3 A pointed magma (Q, ·; e) is a medial quasigroup with idempotent element e if and only if there is a commutative group G = (Q, +; e) and a pair of commuting automorphisms α, β ∈ Aut(G) such that x · y = α(x) + β(y). If this is the case then α = Re· and β = L·e . We say that a magma (Q, ·) is linear over the commutative group G = (Q, +; e) under the automorphism ϕ when ϕ ∈ Aut(G) and the binary dot operation on Q is related to the group operation by x · y = x + ϕ(y − x) = (idQ − ϕ)(x) + ϕ(y)



for x, y ∈ Q.



(6)



Theorem 2.4 Let G = (Q, +; e) be a commutative group, ϕ ∈ Aut(G) a non-trivial automorphism of G. Let Q = (Q, ·) be a magma linear over G with the automorphism ϕ. Then Q is an idempotent medial quasigroup and ϕ = L·e .
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Aplimat - Journal of Applied Mathematics Proof. We can check that ψ = idQ − ϕ is also the group automorphism: ψ(x + y) = x + y − ϕ(x + y) = (x − ϕ(x)) + (y − ϕ(y)) = ψ(x) + ψ(y). Further, ψϕ(x) = ϕ(x) − ϕ2 (x) = ϕψ(x), hence the automorphisms commute. We use the Theorem 2.3 and set α = Re· = idQ − ϕ, β = L·e = ϕ to ﬁnish the proof. Theorem 2.5 If (Q, ·) is a non-trivial (card(Q) ≥ 1) idempotent medial quasigroup, then for any ﬁxed element e ∈ Q there is a commutative group G = (Q, +; e) satisfying xy = xe+ey such that the translations Re· , L·e are commuting automorphisms of the group G and for all x ∈ Q, x + e · x = x holds. Moreover, (Q, ·) is linear over G with the automorphism ϕ = L·e . The groups (Q, +e ; e) are pairwise isomorphic for all possible choices of element e ∈ Q. Proof. Let (Q, ·) satisfy the assumptions and e ∈ Q be a ﬁxed element. First check that Re , Le ∈ Aut(G). We have Re (x)+e Re (y) = xe+e ye = (x+e y)·(e+e e) = (x+e y)·e = Re (x+e y), analogously for Le . We get x = xx = xe +e ex and xy = xe +e ey = xe +e ex −e ex +e ey = x +e Le (y −e x) for all x, y ∈ Q, where Le = idQ . Hence (Q, ·) is linear over G with the automorphism ϕ = Le . For any x ∈ Q, Re Le (x) = ex · ee = ee · xe = Le Re (x), hence Re and Le commute. Since each of the groups (Q, +e ), e ∈ Q, is isotopic to (Q, ·) they are necessarily pairwise isotopic, and therefore isomorphic. Note that the assumption Le = idQ would imply ex = x = xx, x = e, hence Q = {e} would be trivial. 3



Hexagonal quasigroups



The class of hexagonal quasigroups, introduced by V. Volenec in [22], is an interesting subclass in the variety of idempotent medial quasigroups. According to [22], a quasigroup (Q, ·) is called hexagonal if it satisﬁes the “hexagonal” identity x(yz · ww) = y(xz · w). (7) Idempotency can be checked by taking x = y in (7) and using left calcellation. In what follows we show that hexagonal quasigroups are, among others, elastic, medial, (left and right) distributive, and can be equivalently characterized also in another way, by idempotency, mediality, elasticity and “semisymmetry”. A quasigroup is called semisymmetric in [22] if it satisﬁes the identities (xy)x = y and x(yx) = y. If this is the case then the pair of quasi-identities xy = z ⇔ x = yz hold, [22, p. 113]. Theorem 3.1 In a quasigroup Q = (Q, ·), the following conditions are equivalent: (i) Q is hexagonal; (ii) Q is idempotent and satisﬁes left hexagonality (2), i.e. x(yz · u) = y(xz · u); (iii) Q is idempotent and satisﬁes (x · yz)w = (x · yw)z



(“right hexagonality”).



(8)



Proof. We can easily see that (7) and (2) are equivalent provided idempotency holds; mirror arguments prove (7)⇔(8).
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(9)



and left hexagonality implies the dual identity x(yx) = y.



(10)



Proof. If we put x = y = w in (8) we get (x · xz)x = (x · xx)z, which is equivalent with (x · xz)x = xz



(11)



provided idempotency holds. If a, b ∈ Q are arbitrary ﬁxed elements and g is the unique solution of the equation ay = b in Q (i.e. g = a\b) then (ab)a = (a · ag)a = ag = b. Hence (9) holds. The proof of the second part is mirror. As a consequence, a hexagonal quasigroup is elastic, i.e. it satisﬁes: (xy)x = x(yx).



(12)



Lemma 3.3 If the identity (xy)x = y is valid in a quasigroup Q = (Q, ·), then the following two identities are equivalent in Q: (i) left hexagonality, (ii) mediality. Proof. Let x, y, z, w ∈ Q and let the mediality is satisﬁed. Let us check left hexagonality. Denote u = x(yz · w), v = y(xz · w). By (xy)x = y, ux = (x(yz · w))x = yz · w,



ux · yz = (yz · w) · yz = w,



vy = (y(xz · w))y = xz · w,



vy · xz = (xy · w) · xz = w.



and similarly It follows ux · yz = vy · cz. By mediality, ux · yz = uy · xz. Comparing right hand sides and using cancellation we get u = v, hence (2) is satisﬁed. Vice versa, if (2) holds then u = v, and the mediality follows. The mirror proof checks the following. Lemma 3.4 If x(yx) = y holds in Q then the right hexagonality is equivalent with mediality.
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Golden quasigroups



A magma (Q, ·) is said to be a golden magma if it is idempotent, satisﬁes (3) and the following condition (“right golden ratio identity”): x · ((x · yz) · z) = y.



(13)



Obviously, (Q, ·) satisﬁes (3) (or (13), respectively), if and only if its dual magma satisﬁes the “dual” identity. In a cancellative magma Q = (Q, ·), (3) and (13) are equivalent, [21]. In fact, plugging yz for y, by (3) we get (x · ((x · yz) · z)) · z = yz. Accordingly, (13) follows by right cancellation. Similarly for the converse implication. Note that at least theoretically, the identity (3) might have some application in cryptography when both parties use the same key. Lemma 4.1 Any magma satisfying both (3) and (13) is a medial quasigroup. Proof. Indeed, (3) guarantees solvability in Q of the equations of the form xc = b for b, c ∈ Q. To verify uniqueness, let ax1 = ax2 . Then, according to (3), x1 = (a(ax1 ·a))·a = (a(ax2 ·a))·a = x2 . Hence x1 = x2 , and Q is left cancellative. Similarly, solvability of the equations of the form cy = b and right cancellation are consequences of (13). Let us check the mediality: ac · (ab · cd)d = a(ab · (ab · cd)d) · (ab · cd)d = b = ac · (ac · bd)d holds for arbitrary elements, and it is suﬃcient to use cancellation again. It follows from the discussion above that we can adopt the following deﬁnition of a golden quasigroup, or a GS-quasigroup, as an idempotent quasigroup that satisﬁes (3), or equivalently, (13), [8], [19]. Originally, the term golden section, instead of more correct golden ratio, was used, which explains the abbreviation. 5



Specialization of Toyoda theorem



Now let us show the consequences of the hexagonal identity, or the golden ratio identity, respectively. Theorem 5.1 For any GS-quasigroup Q = (Q, ·) there is a commutative group G = (Q, +; e) and there is an automorphism ϕ ∈ Aut(G) such that (Q, ·) is linear over the group G with the non-trivial automorphism ϕ, i.e. (6) holds, and the following is satisﬁed: ϕ2 − ϕ − idQ = 



(14)



where  : Q → Q is the constant mapping (a) = e for any a ∈ Q. Proof. Consider a GS-quasigroup (Q, ·); it is idempotent and medial, hence by Theorem 2.4, there is a commutative group G = (Q, +; e) and ϕ ∈ Aut(G) such that ab = a + ϕ(b − a) for all a, b ∈ Q. Step by step, we get ab · c = a + ϕ(b − a) + ϕ(c − a) − ϕ2 (b − a), simiarly a(ab · c) = a + ϕ2 (b − a) + ϕ2 (c − a) − ϕ3 (b − a), and a(ab · c) · c = a + ϕ(c − a) + ϕ2 (b − a) + ϕ2 (c − a) − 2ϕ3 (b − a) − ϕ3 (c − a) + ϕ4 (b − a). According to (13) we calculate e = −(b − a) + ϕ(c − a) + ϕ2 ((b − a) + (c − a)) − ϕ3 (2(b − a) + (c − a)) + ϕ4 (b − a). Let us set
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Aplimat - Journal of Applied Mathematics x = b − a, y = c − a. We obtain ϕ4 (x) − ϕ3 (2x + y) + ϕ2 (x + y) + ϕ(y) − x = e for any x, y ∈ Q. Paricularly for x = e, it follows −ϕ3 (y) + ϕ2 (y) + ϕ(y) = e. Setting z := ϕ(y) we get z + ϕ(z) − ϕ2 (z) = e, an this equality holds for all z ∈ Q as ϕ is bijective. Hence (14), i.e. ϕ2 − ϕ − idQ = ε, holds. Theorem 5.2 For any hexagonal quasigroup Q = (Q, ·) there is a commutative group G = (Q, +; e) and an automorphism ϕ ∈ Aut(G) such that (Q, ·) is linear over G with the (nontrivial) automorphism ϕ, and the following is satisﬁed: ϕ2 − ϕ + idQ = .



(15)



Proof. We already know by the Theorem 2.4 that the operation takes the form ab = a+ϕ(b−a) for some automorphism ϕ of a commutative group G = (Q, +; e). By y = xy · x, we get b = ab · a = a + ϕ(b − a) − ϕ2 (b − a), hence ϕ2 (b − a) − ϕ(b − a) + (b − a) = e. Any element c from Q can be written as c = b − a for convenient a, b ∈ Q. Hence (15), i.e. ϕ2 − ϕ + idQ = e, is satisﬁed. To prove the converse is easier: Theorem 5.3 Let Q = (Q, ·) be a magma linear over a commutative group G = (Q, +; e) with an automorphism ϕ ∈ Aut(G). (i) If ϕ satisﬁes ϕ2 − ϕ + idQ =  then Q is a hexagonal quasigroup. (ii) If ϕ satisﬁes ϕ2 − ϕ − idQ =  then Q is a GS-quasigroup. Proof. According to Theorem 2.3, Q is an idempotent and medial quasigroup. If (14) holds then ab·c = 2a−b+ϕ(c−a), a(ab·c) = c+ϕ(c−b), and a(ab·c)·c = c+ϕ(c−b)−ϕ2 (c−b) = b. If (15) holds then ab·a = a+ϕ(b−a)−ϕ2 (a−b) = b for all a, b ∈ Q, a·ba = a+ϕ(b−a)−ϕ2 (a−b) = b holds, and we use Lemma 3.3. 6



Examples



The following examples explain a motivation and justify the introduced geometrical terminology, [21]: Example 6.1 Let (F, +, ·) be a ﬁeld in which the equation x2 − x − 1 = 0,



or



x2 − x + 1 = 0



(16)



has a root q ∈ F , and deﬁne on F a binary operation a ◦ b = (1 − q)a + qb = a + q(b − a)



a, b ∈ F.



(17)



Then the left translation ϕ(x) = qx, ϕ = Lq : F → F , which will be called here the standard dilatation by q, is an additive automorphism of the group (F, +; 0) of the ﬁeld, ϕ ∈ Aut(F, +), and we can write the equality (17) as a ◦ b = a + ϕ(b − a). Hence (F, ◦) is linear over (F, +; 0) with the automorphism ϕ, (18) ϕ2 − ϕ − idQ = 
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ϕ2 − ϕ + idQ = 



(19)



is satisﬁed in the second case (since q is a root of the corresponding equation). The Theorem 5.3 guarantees that (F, ◦) is a hexagonal quasigroup, or a GS-quasigroup, respectively. Example 6.2 Consider the ﬁeld of complex numbers (C, +, ·); the elements are represented by points in the Gaussian plane. Deﬁne an operation (17) with q = exp(iπ/3). Then (C, ◦) is a hexagonal quasigroup. The points 0, 1, q are vertices of a positively oriented equilateral triangle, and a, b, a ◦ b are vertices of a similar triangle since we have (a ◦ b − a) : (b − a) = (q − 0) : (q − 0). Hence a ◦ b can be considered as the centre of a (positively oriented) regular hexagon with vertices a, b. √ Example 6.3 In C, take q as one of the roots of the equation x2 − x − 1 = 0, q = 12 (1 ± 5). The corresponding magma (C, ◦) is a GS-quasigroup. In the Gaussian plane, the equality (17) = q, which means that the point a ◦ b divides the segment with a = b may be written as a◦b−a b−a √ between a and b in the ratio q. If q = 12 (1 − 5) then the golden ratio of the pair (b, a ◦ b) is √ a. If q = 12 (1 + 5) then the golden ratio of the pair (a, a ◦ b) is b. Example 6.4 Over GF (3), we have a 3-element hexagonal quasigroup with the operation ◦2 which arises from left multiplication by the element 2: ◦2 0 1 2



0 0 2 1



1 2 1 0



2 1 0 2



Example 6.5 Over GF (4), we get two hexagonal quasigroups which are also GS-quasigroups, are dual to each other, and isomorphic; one of them is given by the operation ◦ given in the Table below. Example 6.6 Over GF (5), there is a GS-quasigroup with star operation ∗ which is self-dual, i.e. commutative.



◦ 0 1 c d



0 0 c d 1



1 d 1 0 c



c 1 d c 0



d c 0 1 d



∗ 0 1 2 3 4



0 0 3 1 4 2



1 3 1 4 2 0



2 1 4 2 0 3



3 4 2 0 3 1



4 2 0 3 1 4



By a computer search, using Maple, we succeeded to discuss existence and in the aﬃrmative case, constructed examples whith orders up to 1000.



38



volume 5 (2012), number 3



Aplimat - Journal of Applied Mathematics Acknowledgement ˇ no. The paper was supported by the grant from Grant Agency of Czech Republic GACR P201/11/0356 with the title: ”Riemannian, pseudo-Riemannian and aﬃne diﬀerential geometry” and by the project of speciﬁc university research of the Brno University of Technology, No. FAST-S-11-47. References ˇ ´ Z.: Medial Quasigroups and Geometry. Mgr. Thesis, Palack´ [1] BARTOSKOV A, y University Olomouc, Fac. Sci., 2011 (in Czech). ˇ ´ Z.: Commutative Groups and Medial Quasigroups. Bc. Thesis, Palack´ [2] BARTOSKOV A, y University Olomouc, Fac. Sci., 2009 (in Czech). [3] BELOUSOV, V.D.: Foundations of the theory of quasigroups and loops. Moscow, Nauka, 1967. [4] BRUCK, R.H.: Some results in the theory of quasigroups. Trans. Amer. Math. Soc., Vol. 55, pp. 19-52, 1944. [5] RUCK, R.H.: A Survey of Binary Systems. Berlin, Springer, 1958. [6] CHEIN, O., PFLUGFELDER, H.O, SMITH, J.D.H. (eds.): Quasigroups and Loops: Theory and Applications. Heldermann Verlag, Berlin, 1990. ˇ [7] JEZEK, J., KEPKA, T.: Medial quasigroups. Academia Praha, 1983. ˇ ´ A.: Foundations of the theory of quasigroups and loops. [8] HAVEL, V.J., VANZUROV A, Palack´ y University in Olomouc, Olomouc, 2006. [9] PFLUGFELDER, H.O.: Quasigroups and Loops, Introduction. Heldermann Verlag, Berlin, 1990. [10] PICKERT, G.: Projektive Ebenen. Springer, Berlin, Heidelberg, New York, 1975. [11] ROMANOVSKA, A., SMITH, J.D.H.: Modal Theory, An Algebraic Approach to Order, Geometry, and Convexity. Berlin, Heldermann Verlag, 1985. [12] ROMANOVSKA, A., SMITH, J.D.H.: Modes. World Scientiﬁc, New Jersey, London, Singapore, Hong Kong, 2002. [13] TOYODA, K.: On axioms of mean transformations and automorphic transformations of abelian groups. Tˆohoku Math. J. Vol. 46, pp. 239-251, 1940. [14] TOYODA, K.: On aﬃne geometry of abelian groups. Proc. Imp. Acad. Tokyo Vol. 16, No. 5 , pp. 161-164, 1940. ˇ ´ A.: Medial Quasigroups of Type (n, k). Acta Univ. Palacki. Olomuc., Fac. [15] VANZUROV A, rer. nat., Mathematica 49, pp. 107-122, 2010. ˇ ´ A.: Golden Section Quasigroups, Finite Examples. Proc. 10th Interna[16] VANZUROV A, tional Conf. APLIMAT 2011, Part IV, pp. 183-190, 2011. ˇ ´ A.: Algebraic systems in cryptology and the security of information. In In[17] VANZUROV A, ternational Conference in Military Technology Proceeding, Section 12 Security technology (ed. Z. Vr´anov´a and V. Pl´atˇenka), ICMT’11, Brno : University of Defence, pp. 1251-1256, 2011. ISBN 978-80-7231-787-5 (ISBN 978-80-7231-788-2 for CD).



volume 5 (2012), number 3



39



Aplimat - Journal of Applied Mathematics ˇ ´ A., DOLEZALOV ˇ ´ J.: Hexagonal quasigroups over ﬁnite ﬁelds. Proc. [18] VANZUROV A, A, of 7th Conf.on Mathematics and Physics at Technical Universities with internat. participation, Brno, September 22, 2011, part 1 - mathematics, pp. 411-419, 2011. ISBN 978-80-7231-815-5 (ISBN 978-80-7231-818-6 for CD). [19] VOLENEC, V.: Geometry of medial quasigroups. Rad. Jugosl. Akad. Znam. Umjet 421, pp. 79-91, 1986. [20] VOLENEC, V., Admissible identities in complex IM-quasigroups. Rad. Jugosl. Akad. Znam. Umjet, Knjiga 421 Sv. 5, pp. 45-78, 1986. ˇ [21] VOLENEC, V.: GS-quasigroups. Casop. pˇest. mat. 115, pp. 307-318, 1990. [22] VOLENEC, V.: Hexagonal quasigroups. Archivum Mathematicum (Brno) 27a, pp. 123132, 1991.



Current address ˇ ´ Alena, Doc. RNDr. CSc. VANZUROV A Faculty of Science, Dept. of Algebra and Geometry, Palack´ y University, Tˇr. 17. listopadu 12, 771 46 Olomouc, [email protected]; Department of Mathematics, Faculty of Civil Engineering, Brno University of Technology, Veveˇr´ı 331/95, 602 00 Brno, Czech Republic, [email protected].



40



volume 5 (2012), number 3



TOYODA’S THEOREM AND QUASIGROUP MODES ˇ ´ Alena, (CZ) BARTOSKOV ˇ ´ Zuzana, (CZ) VANZUROV A A
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1



Introduction



First we give a short survey on quasigroups, recall the concept of quasigroup isotopy which plays an important role in the quasigroup theory, and particularly we mention loop principal isotopy that is used as a useful tool in what follows. Especially, we show the form of all loop principal isotopes of a given quasigroup (Lemma 1.4). For groups, the concept of isotopism coincides with the concept of isomorphism. 1.1



Groupoids, quasigroups



A groupoid is an ordered pair G = (G, ·) where G is a non-empty set, the carrier set of G, and “·” a binary operation on G. Often, the dot for a binary operation is omitted when there is no danger of confusion. Let (G, ·) be a groupoid. An element e ∈ G is said to be left-neutral (right-neutral ) if it satisﬁes the equality ex = x (xe = x) for all x ∈ G. Being both left-neutral and right-neutral the element is said to be neutral ; a groupoid cannot have two diﬀerent neutral elements. A groupoid (G, ·) is left cancellative if (ca = cb ⇒ a = b) for a, b, c ∈ G, and right cancellative if (ac = bc ⇒ a = b) for a, b, c ∈ G; cancellative if it is left and right cancellative. A groupoid



Aplimat - Journal of Applied Mathematics (G, ·) is a quasigroup if for any a, b ∈ G there is just one x ∈ G solving the equation xa = b and denoted x = b/a; and just one y ∈ G solving the equation ay = b and denoted y = a\b. Any quasigroup is cancellative. A quasigroup with a neutral element is called a loop. A loop with the carrier set L and the neutral element e will be denoted (L, ·; e). For a groupoid (G, ·) we deﬁne a left translation by a ∈ G, L·a : x → ax, and a right translation, Ra· : x → xa. A groupoid is a quasigroup if and only if all left translations as well as all right translations of the groupoid are permutations of the carrier set. If (G, ·) is a groupoid then a ∈ G is called an idempotent element if a2 = a. A groupoid (G, ·) is idempotent if all its elements are idempotent. A groupoid (G, ·) is commutative if for any a, b ∈ G, the equality ab = ba is satisﬁed. A groupoid (G, ·) is medial if the following identity is satisﬁed (xy)(uv) = (xu)(yv); (1) sometimes, the law is also called surcommutative (Soublin), entropic (Etherington), alternative (Sholander), abelian (Murdoch), symmetric (Frink), or bisymmetric (Acz´el). A groupoid (G, ·) is associative if it satisﬁes the identity (xy)z = x(yz); an associative groupoid is called a semigroup. A groupoid (G, ·) is a group if it is an associative quasigroup. Each group has a uniquely determined neutral element 1, and to every element x ∈ G there exists one and only one element x−1 , the inverse of x, satisfying xx−1 = 1 = x−1 x; the group will be denoted by (G, ·; 1). Given a groupoid (G, ·), under a dual groupoid we understand the groupoid (G, ∗) (with the same underlying set) where “∗” is the so-called dual operation to “·” in G, a ∗ b := ba for a, b ∈ G. 1.2



Substructures



A groupoid (G1 , ·1 ) is a subgroupoid of the groupoid (G2 , ·2 ) if G1 ⊆ G2 and x ·1 y = x ·2 y for all x, y ∈ G1 . A subgroupoid of an associative groupoid is associative. A nonempty set G ⊆ G is a carrier set of a subgroupoid of a groupoid (G, ·) if and only if G is closed under the dot operation. A nonempty set G ⊆ G is a carrier set of an associative subgroupoid of an associative groupoid (G, ·) if and only if (x, y ∈ G ⇒ x · y ∈ G ). Given quasigroups (G1 , ·1 ), (G2 , ·2 ), the ﬁrst one is said to be a subquasigroup of the second one if G1 ⊆ G2 and for all x, y ∈ G1 , x ·1 y = x ·2 y, x\·1 y = x\·2 y, x/·1 y = x/·2 y. A nonempty set G ⊆ G is a carrier set of a subquasigroup of a quasigroup (G, ·) if and only if (x, y ∈ G ⇒ x · y, x\· y, x/· y ∈ G ), i.e. G is closed under all three operations ·, \· , /· . In the preceding, if G is a ﬁnite set then the implication (x, y ∈ G ⇒ x\· y, x/· y ∈ G ) is a consequence of (x, y ∈ G ⇒ x · y ∈ G ). Given two loops (L1 , ·1 ; e1 ), (L2 , ·2 ; e2 ) the ﬁrst one is said to be a subloop of the second one if L1 ⊆ L2 and x ·1 y = x ·2 y for all x, y ∈ L1 . A nonempty set L ⊆ L is a carrier set of a subloop of a loop (L, ·; e, ) if ad only if (x, y ∈  L ⇒ x · y, x\· y, x/· y ∈ L ). If L is a ﬁnite set then (x, y ∈ L ⇒ x\· y, x/· y ∈ L ) is a consequence of (x, y ∈ L ⇒ x · y ∈ L ). Given groups (G1 , ·1 ; e1 ), (G2 , ·2 ; e2 ) the ﬁrst one is a subgroup of the second one if G1 ⊆ G2 and x ·1 y = x ·2 y for all x, y ∈ G1 . A nonempty set G ⊆ G is a carrier set of a subgroup
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Aplimat - Journal of Applied Mathematics of a group (G, ·; e) if and only if x, y ∈ G ⇒ e/x, x · y ∈ G . If G is a ﬁnite set the condition (x, y ∈ G ⇒ e/x ∈ G ) is a consequence of the implication (x, y ∈ G ⇒ x · y ∈ G ). 1.3



Isotopy, isomorphism



If (G, ·), (G , · ) are quasigroups, then an isotopy of (G, ·) onto (G , · ) is an ordered triple (α, β, γ) of bijections of G onto G such that α(x) · β(y) = γ(x · y) holds for all x, y ∈ G. Thus x · y = γ −1 (α(x) · β(y)), and x · y  = γ(α−1 (x ) · β −1 (y  )) for all x , y  ∈ G . If there is an isotopism of (G, ·) onto (G , · ) then we call (G , · ) an isotope of (G, ·); (G, ·) and (G , · ) are then isotopic quasigroups. Note that isotopism is an equivalence relation on the class of all quasigroups which deﬁnes the decomposition into isotopy subclasses as maximal subclasses of isotopic quasigroups. In the case α = β = γ, we speak on isomorphism of quasigroups, and we write α only. The isomorphic image of a loop (group) with neutral element 1 under an isomorphism α is a loop (group) with the neutral element α(1). An isotopy (α, β, idQ ) between two quasigroups over the same carrier set Q is called principal. An isotopy onto a loop is called a loop isotopy. Especially, if (α, β, idQ ) gives a loop then we speak of a loop principal isotopy (brieﬂy LP -isotopy, and of LP -isotopes. For quasigroups, isotopisms are much more important than isomorphisms. Isotopy plays the central role in loop theory. 1.4



Isotopes of quasigroups



First let us extend informations on quasigroup isotopes by the following: Lemma 1.1 Let (Q, ·) be a quasigroup and (α, β, γ) be bijective mappings of Q onto Q . Let x · y  = γ(α−1 (x ) · β −1 (y  )) for all x , y  ∈ Q . Then (Q , · ) is a quasigroup. Proof. Let us examine the equation a· y = b for ﬁxed a, b ∈ Q . Obviously, y = β(α−1 (a)\ γ −1 (b)) is the unique solution of the equation under consideration. Indeed, a · y = b ⇔ α−1 (a) · β −1 (y) = γ −1 (b) ⇔ β −1 (y) = α−1 (a)\ γ −1 (b) ⇔ y = β(α−1 (a)\ γ −1 (b)). Similarly for the equation x · a = b with a, b ∈ Q . Composition of isotopisms is an isotopism, too: Lemma 1.2 Let (α, β, γ) be an isotopy of the quasigroup (Q, ·) onto (Q , · ), and (α , β  , γ  ) an isotopy of (Q , · ) onto (Q , · ). Then (αα , ββ  , γγ  ) is an isotopy of (Q, ·) onto (Q , · ). Lemma 1.3 Every isotope of a quasigroup is isomorphic to its principal isotope. Proof. Let (α, β, γ) be an isotopy of a quasigroup (Q, ·) onto a quasigroup (Q1 , ·1 ). Thus we have the equality α(a) ·1 β(b) = γ(a·b) for all a, b ∈ Q. Let us take the isotopy (γ −1 α, γ −1 β, idQ ) which maps (Q, ·) onto a quasigroup (Q, ·2 ) such that γ −1 α(a) ·2 γ −1 β(b) = a · b holds for all a, b ∈ Q. Hence γ −1 (α(a) ·1 β(b)) = a · b = γ −1 α(a) ·2 γ −1 β(b) holds for all a, b ∈ Q. Since α, β are bijective mappings the ﬁrst of the above equalities can be rewritten as γ −1 (x ·1 y) = γ −1 (x) · γ −1 (y) for all x, y ∈ Q, and we obtain an isomorphism γ −1 of (Q, ·) onto (Q1 , ·1 ). Loop principal isotopes of a quasigroup can be characterized as follows:
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Aplimat - Journal of Applied Mathematics Lemma 1.4 Any LP -isotope of a quasigroup (Q, ·) is just an isotope of the form (Rb· , L·a , idQ ) for some a, b ∈ Q; the corresponding neutral element is ab. Proof. Let (Q, ·) be a given quasigroup. All principal isotopisms of (Q, ·) are of the form (α, β, idQ ) where α, β are arbitrary permutations (i.e. bijections onto itself) of the carrier set Q. The corresponding isotopes will be denoted by (Q, ·α,β ), thus α(a) ·α,β β(b) = a · b for all a, b ∈ Q. Now we are interested in the case when (Q, ·α,β ) is a loop (i.e. has a neutral element). The element α(a) is left-neutral in (Q, ·α,β ) if and only if a · b = α(a) ·α,β β(b) = β(b) holds for all b ∈ Q. This means that β = L·a . Similarly, β(b) is right-neutral in (Q, ·α,β ) if and only if α = Rb· . So there is a neutral element in (Q, ·α,β ) if and only if α = Rb· and β = L·a for some a, b ∈ Q; this neutral element is just Rb· (a) = L·a (b) = ab. Lemma 1.5 Any loop L isotopic to a quasigroup Q = (Q, ·) is isomorphic to an LP -isotope of Q. Proof. According to lemma 1.3, L is isomorphic to a loop Q = (Q, · ; e ) derived from Q by means of the principal isotopy (α, β, idQ ) where α(x) · β(y) = xy for all x, y ∈ Q. Equivalently, x · y = α−1 (x) · β −1 (y). Plugging y = e we have x = x · e = α−1 (x) · β −1 (e ) = Rβ· −1 (e ) (α−1 (x)) for all x ∈ Q, that is α = Rβ· −1 (e ) . Now setting x = e we get y = e · y = α−1 (e ) · β −1 (y) = L·α−1 (e ) (β −1 (y)) for all y ∈ Q. That is, β = L·α−1 (e ) . Hence Q is an LP -isotope of Q under the isotopism (Rβ· −1 (e ) , L·α−1 (e ) , idQ ). 1.5



Isotopes of commutative groups



The following results explain why isotopy plays no role in group theory. The ﬁrst of them is sometimes called the “Albert’s theorem”, the second one the “Isotopic groups rule”. Lemma 1.6 Every loop isotopic to a group is isomorphic to it. Proof. Suppose that Q = (Q, +; 0) is a group and consider its arbitrary LP -isotope L = (Q, ·ab ; ab) where xb ·ab ay = xy for all x, y ∈ Q, or equivalently, x ·ab y = x · b−1 · a−1 · y for all · . We obtain x, y ∈ Q. Now consider the right translation θ = Rab θ(x) ·ab θ(y) = xabb−1 a−1 yab = xyab = θ(xy) for all x, y ∈ Q which shows that θ is an isomorphism of Q onto L. We obtain the result by means of Lemma 1.3. Lemma 1.7 Isotopic groups are isomorphic.
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Medial quasigroups



Now let us pay attention to quasigroups that satisfy mediality (1). Corollary 2.1 Any two LP -isotopes of a medial quasigroup are isomorphic. Lemma 2.2 Any medial loop is a commutative group. Proof. If (Q, ·) is a medial loop with the neutral element e we put a = e, d = e into the mediality law and get bc = cb, the commutativity of the dot operation. To check the associativity it is suﬃcient to put c = e: (ab)d = a(bd). Lemma 2.3 Let (Q, ·) be a medial quasigroup, e ∈ Q some element, and deﬁne x ·e y = Re−1 (x) · y. Then (Q, ·e ) is a medial quasigroup for which e is a right-neutral element. Proof. As Re is a permutation, (Q, ·e ) is a quasigroup. The element e is right-neutral as for · · −1 ˜, ˜b ∈ Q any x ∈ Q, x ·e e = R· −1 e (x) · e = R e R e (x) = x holds. Now check mediality. For any a the mediality of “·” implies (˜ a˜b)e = (˜ a˜b)((e/e) · e) = (˜ a · (e/e)) · (˜be) · · −1 which can be written as Re· (˜ a˜b) = Re/e (˜ a)·Re· (˜b). Let us take a, b ∈ Q such that Re/e (Re· −1 (a)) = · · −1 a˜b) = Re/e (˜ a) · Re· (˜b) equivalently as Re· (Re/e (Re· −1 (a)) · a ˜, Re· −1 (b) = ˜b. We can write Re· (˜ Re· −1 (b)) = Re· −1 (a) · b. Finally we get · −1 (Re· −1 (a)) · Re· −1 (b) = Re· −1 (Re· −1 (a) · b). Re/e



(2)



For any a, b, c, d ∈ Q we check step by step (by means of (2), (1) and the deﬁnition of ·e ) (a ·e b) ·e (c ·e d) = (Re· −1 (a) · b) ·e (Re· −1 (c) · d) = Re· −1 (Re· −1 (a) · b) · (Re· −1 (c) · d) · −1 (Re· −1 (a)) · Re· −1 (b)) · (Re· −1 (c) · d) = ((Re/e · −1 = ((Re/e (Re· −1 (a)) · Re· −1 (c)) · (Re· −1 (b) · d)



= (Re· −1 (a) · c) ·e (Re· −1 (b) · d) = (a ·e c) ·e (b ·e d). Note that an analogous statement holds if we deﬁne x ·e y = x · L−1 e (y). Theorem 2.4 Every LP -isotope of a medial quasigroup is a commutative group. Proof. Let (Q, ·) be a medial quasigroup. Fix an arbitrary element q ∈ Q. Then the groupoid (Q, ◦q ), where ◦q is a binary operation on Q deﬁned by x ◦q y = x · L·q −1 (y), is a medial quasigroup in which q is the left-neutral element. The proof is similar to those in Lemma 2.3. Further, we know that every LP -isotope (Q, ) of a given medial quasigroup (Q, ·) has its binary operation of the form x y = Rv· −1 (x) · L·u −1 (y) with convenient u, v ∈ Q, and has the neutral element uv by Lemma 1.4. By Lemmas 2.2, 2.3, (Q, ) is a medial loop; note that x y = x ·v L·u −1 (y) = Rv· −1 (x) · L·u −1 (y). Moreover, by Lemma 2.1, it is a commutative group.
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Aplimat - Journal of Applied Mathematics Example 2.5 On the other hand, there exist LP -isotopes of commutative groups that are not medial. Indeed, consider the multiplication group G = (R+ , ·; 1) of positive reals and a bijection σ : R+ → R+ that ﬁxes all reals with the only exception of the pair of numbers 1, 2 that are interchanged. The image (R+ , ◦) of the group G under the isotopism (id, σ, id) has the operation of the form x ◦ σ(y) = x · y, or equivalently, x ◦ y = x · σ −1 (y). It can be checked that (R+ , ◦) is the LP -isotope with the identity element 2 which is not medial (since (1 ◦ 3) ◦ (1 ◦ 4) = (1 · 3) · (1 · 4) = 12 while (1 ◦ 1) ◦ (3 ◦ 4) = (1 · 2) · (3 · 4) = 24). Theorem 2.6 If (G, +; 0) is a commutative group, q ∈ G a ﬁxed element, and f , g are commuting automorphisms of the group, then (G, ·) with x · y = f (x) + g(y) + q, x, y ∈ G, is a medial quasigroup isotopic to the reduct (G, +), q = 0 · 0 holds, and the automorphisms take · , g = L·q/q . the form f = Rq\q Proof. Let a, b, c, d ∈ G. We deduce (by means of the deﬁnition of “·”, commutability of automorphisms, and distributivity of the composition of maps)



(ab)(cd) = = = =



ϕ(ϕ(a) + ψ(b) + h) + ψ(ϕ(c) + ψ(d) + h) + h ϕ2 (a) + ϕψ(b) + ϕ(h) + ψϕ(c) + ψ 2 (d) + ψ(h) + h ϕ2 (a) + ϕψ(c) + ϕ(h) + ψϕ(b) + ψ 2 (d) + ψ(h) + h ϕ(ϕ(a) + ψ(c) + h) + ψ(ϕ(b) + ψ(d) + h) + h = (ac)(bd).



Due to the deﬁnition of the dot operation, we get the unique solutions of the equations xa = b and ay = b in the form x = ϕ−1 (b − ψ(a) − h),



y = ψ −1 (b − ϕ(a) − h)



where minus is the inverse of the group addition. Hence (G, ·) is a quasigroup. Further, we have qq = ϕ(q) + ψ(q) + h = q + q + h = h and q = (q/q)q = ϕ(q/q) + ψ(q) + h = ϕ(q/q) + q + h = ϕ(q/q) + h. Since L·q/q (x) = (q/q)x = ϕ(q/q) + ψ(x) + h we obtain ψ = L·q/q . Similarly, · ϕ = Rq\q . Finally, we can write xy = ϕ(x) + ψ(y) + h as ϕ−1 (ˆ x) · ψ −1 (ˆ y ) = Rh+ (ˆ x + yˆ), which + −1 −1 shows that (ϕ , ψ , Rh ) is an isotopism of (G, +) onto (G, ·). Corollary 2.7 If h = q is an idempotent element in (G, ·) then xy = Rq· (x) + L·q (y). Theorem 2.8 Every medial isotope (G, ·) of a commutative group (G, +; 0) has its binary operation “·” of the form x · y = ϕ(x) + ψ(y) + h for a suitable element h ∈ G and suitable commuting automorphisms ϕ, ψ of (G, +; 0). Proof. Due to Lemma 1.3, we can restrict ourselves onto a principal isotope of a commutative group (G, +; 0), without loss of generality. Let (α, β, idG ) be the corresponding isotopy. Hence the operations satisfy xy = α(x) + β(y), x, y ∈ G. From mediality, it follows α(α(a) + β(b)) + β(α(c) + β(d)) = = α(α(a) + β(c)) + β(α(b) + β(d)) for all a, b, c, d ∈ G.
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Aplimat - Journal of Applied Mathematics Let us put a ˆ = α(a), dˆ = β(d), c = 0. We obtain ˆ = α(ˆ ˆ for all a α(ˆ a + β(b)) + β(α(0) + d) a + β(0)) + β(α(b) + d) ˆ, b, dˆ ∈ G. ˆ − α(ˆ Adding −β(α(0) + d) a + β(0)) to both sides and using commutativity we get α(ˆ a + β(b)) − α(ˆ a + β(0)) = β(dˆ + α(b)) − β(dˆ + α(0)) for all aˆ, b, dˆ ∈ G.



(4)



The right-hand side is independent of a ˆ. Once we use the formula (4) as it is, and next time we substitute 0 instead of a ˆ into the left-hand side; after subtraction we have α(ˆ a + β(b)) − α(ˆ a + β(0)) = αβ(b) − α(β(0)) for all a ˆ, b ∈ G. Hence α(ˆ a + β(b)) = −α(β(0)) + α(ˆ a + β(0)) + α(β(b)) for all a ˆ, b ∈ G. Plugging β(b) = ˆb we get α(ˆ a + ˆb) = −α(β(0)) + α(β(0) + a ˆ) + α(ˆb) for all a ˆ, ˆb ∈ G.



(5) (6)



Similarly, β(ˆ a + ˆb) = −β(α(0)) + β(α(0) + a ˆ) + β(ˆb) for all a ˆ, ˆb ∈ G. According to commutativity, interchanging aˆ, ˆb in (6) and (7) we have α(β(0) + aˆ) + α(ˆb) = α(β(0) + ˆb) + α(ˆ a).



(7)



Particularly for ˆb = 0, α(β(0) + a ˆ) − α(ˆ a) = α(β(0) + ˆb) − α(ˆb) = α(β(0) + 0) − α(0) = α(β(0)) − α(0), and consequently α(β(0) + aˆ) = −α(0) + α(β(0)) + α(ˆ a) for all a ˆ ∈ G.



(8)



Interganging the role of α and β we get β(α(0) + a ˆ) = −β(0) + β(α(0)) + β(ˆ a) for all a ˆ ∈ G.



(9)



After substituting (8), (9) into the right hand sides of (6), (7) we get α(ˆ a + ˆb) = −α(β(0)) − α(0) + α(β(0)) + α(ˆ a) + α(ˆb) = −α(0) + α(ˆ a) + α(ˆb), and further, adding −α(0), −α(0) + α(ˆ a + ˆb) = (−α(0) + α(ˆ a)) + (−α(0) + α(ˆb)) for all a ˆ, ˆb ∈ G.



(10)



Similar considerations give −β(0) + β(ˆ a + ˆb) = (−β(0) + β(ˆ a)) + (−β(0) + β(ˆb)) for all aˆ, ˆb ∈ G.



(11)



Consider permutations of G introduced by ϕ : x → α(x) − α(0), ψ : x → β(x) − β(0). We easily check that ϕ and ψ are automorphisms of (G, +; 0). It remains to show that ϕ and ψ commute. Since xy = α(x) + β(y) = ϕ(x) + ψ(y) + eˆ where eˆ = α(0) + β(0) we can write (ac)(bd) = eˆ + ϕ(ˆ e) + ψ(ˆ e) + ϕ2 (a) + ψ 2 (d) + ϕψ(b) + ψϕ(c), (ab)(cd) = eˆ + ϕ(ˆ e) + ψ(ˆ e) + ϕ2 (a) + ψ 2 (d) + ϕψ(c) + ψϕ(b). Mediality of the dot operation, i.e. the equality of left sides, implies the equality of right sides. Consequently, ϕψ(b) + ψϕ(c) = ϕψ(c) + ψϕ(b). Hence ϕψ(b) − ψϕ(b) = 0 for all b ∈ G, that is, ϕψ = ψϕ.
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Medial quasigroups and Toyoda’s theorem



Theorem 3.1 (Toyoda’s theorem for medial quasigroups) For every medial quasigroup (Q, ·) there exists a commutative group (Q, +), an element q ∈ Q and a pair of commuting automorphisms ϕ, ψ of (Q, +) such that xy = ϕ(x) + ψ(y) + q



for all x, y ∈ Q.



Proof. Every LP -isotope of a given medial quasigroup (Q, ·) is a commutative group (Theorem 2.4). Given such a commutative group (Q, +), there must exist its commuting automorphisms ϕ, ψ and an element q ∈ Q such that xy = ϕ(x) + ψ(y) + q (Theorem 2.8). According to Theorems 2.6, 2.8 and 3.1 we can formulate a deeper version of the Toyoda’s theorem as follows: Theorem 3.2 Let (Q, ·) be a medial quasigroup. Then for every q ∈ Q there is a commutative group (Q, +q ; q) such that xy = Rq\q (x) +q Lq/q (y) +q (q · q) holds for all x, y ∈ Q where Rq\q , Lq/q are commuting automorphisms of (Q, +q ; q). All the groups (Q, +q ; q), q ∈ Q, are isomorphic. Corollary 3.3 If a medial quasigroup (Q, ·) contains an idempotent element e let us introduce · −1 a binary operation +e on Q by x +e y = R· −1 e (x) · L e (y) for all x, y ∈ Q. Then (Q, +e ; e) · · is a commutative group, and Re , Le are commuting automorphisms of the group. Moreover, if (Q, ·) is idempotent then the groups (Q, +e ; e), e ∈ Q are pairwise isomorphic. 4



Quasigroup modes



An idempotent medial quasigroup is called a quasigroup mode. We easily verify: Lemma 4.1 Any quasigroup mode is elastic, i.e. it satisﬁes (xy)x = x(yx). The last part of Corollary 3.3 is closely related also to the following theorem: Theorem 4.2 Let Q = (Q, ·) be a quasigroup mode. For any element q ∈ Q let us introduce a binary operation +q on Q by x +q y = (Rq· −1 (x)) · (L·q −1 (y)) for x, y ∈ Q. Then (Q, +q ; q) is a commutative group, principally isotopic to Q, and Rq· , L·q are commuting automorphisms of the group such that Rq· (x) +q L·q (x) = x holds identically in x ∈ Q. All the groups (Q, +q ; q), q ∈ Q, are isomorphic. Proof. By Theorem 2.4, (Q, +q ; q) is a commutative group. Let us check that Rq· and L·q are commuting automorphisms of (Q, +q ; q). Indeed, by elasticity, mediality and idempotency, we have Rq· (Rq· (x) +q L·q (y)) = Rq· (xy) = (xy)q, Rq· (Rq· (x)) +q Rq· (L·q (y)) = Rq· (Rq· (x)) +q L·q (Rq· (y)) = Rq· (x) · Rq· (y) = (xq)(yq) = (xy)(qq) = (xy)q for all x, y ∈ Q. Hence Rq· is an automorphism of (Q, +q ; q). Similarly, also L·q is an automorphism of (Q, +q ; q). Moreover, L·q Rq· (x) = q(xq), Rq· L·q (x) = (qx)q for all x ∈ Q. Hence by elasticity, L·q Rq· = Rq· L·q . Further,
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GEODESIC MAPPINGS PRESERVING THE EINSTEIN TENSOR OF WEYL SPACES ˙ I˙ G¨ ARSAN G¨ urpınar G¨ uler, (TR), C ¸ IV ul¸ cin, (TR)



Abstract. In this paper, we consider geodesic mappings preserving the Einstein tensor between Weyl spaces. We prove that the generalized concircular curvature tensor is invariant under the geodesic mapping preserving the Einstein tensor if and only if the covector field of the mapping is locally a gradient. Key words and phrases. Weyl space, geodesic mapping, the Einstein tensor, generalized concircular curvature tensor. Mathematics Subject Classification. Primary 53A40.



1



Introduction



Geodesic mappings of manifolds with aﬃne connection and Riemannian spaces were studied by many authors (e.g., [1,3,6,9,10,11]). In [12], we studied geodesic mappings between KahlerWeyl spaces. In [4], I. Hinterleitner and J. Mikes investigated geodesic mappings of special manifolds with aﬃne connection and with general condition of recurrency onto Weyl spaces. In [2], authors considered geodesic mappings preserving the Einstein tensor between PseudoRiemannian spaces and they proved that the concircular curvature tensor is invariant under the geodesic mappings preserving the Einstein tensor. In this work, we consider geodesic mappings preserving the Einstein tensor between Weyl spaces and we obtain a necessary and suﬃcient condition for generalized concircular curvature tensor to be invariant under the geodesic mapping preserving the Einstein tensor between Weyl spaces.
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Preliminaries



An n-dimensional diﬀerentiable manifold Wn is said to be a Weyl space if it has a conformal metric tensor g and a symmetric connection ∇ satisfying the compatibility condition given by the equation ∇k gij − 2 Tk gij = 0 ,



(1)



where Tk denotes a covariant vector ﬁeld. Under the renormalization g = λ2 g



(2)



of the metric tensor g, T is transformed by the law Tk = Tk + ∂k ln λ where λ is a function deﬁned on Wn . An object A deﬁned on Wn (g, T ) is called a satellite of weight {p} of the tensor gij , if it admits a transformation of the form  = λp A A under the renormalization of the metric tensor gij [5,7]. The prolonged covariant derivative of a satellite A is deﬁned by ˙ k A = ∇ k A − p Tk A . ∇



(3)



We note that the prolonged covariant derivative preserves the weight. Writing (1) in local coordinates and expanding it we ﬁnd that ∂k gij − ghj Γhik − gih Γhjk − 2 Tk gij = 0 where Γijk are the coeﬃcients of the Weyl connection ∇ obtained by   i i − ( δji Tk + δki Tj − g im gjk Tm ), (4) Γjk = jk   i in which are the coeﬃcients of the Levi-Civita connection. jk Consider two Weyl spaces Wn and W n with connection ∇ and ∇, respectively. A diﬀeomorphism between two Weyl space Wn and W n is called geodesic mapping if it is geodesic preserving, that is, when it maps any geodesic of Wn into an arbitrarily parametrized geodesic of W n again. It is known that, the curve L : xi = xi (t)
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Aplimat - Journal of Applied Mathematics is a geodesic of a aﬁn space if and only if j k d2 xi dxi i dx dx + Γ = ρ(t) jk dt2 dt dt dt



is hold, where ρ(t) is a determinate function of t [3]. Let f : Wn → W n is a geodesic mapping. Then, by f , the geodesic L of Wn passes to the ¯ of W n and geodesic L dxi d2 xi ¯ i dxj dxk = ρ ¯ (t) + Γ jk dt2 dt dt dt is hold where x¯i = xi . In [12], we obtained that a necessary and suﬃcient condition for existence of a geodesic mapping between Wn and W n to satisfy the following condition ¯ ijk = Γijk + δki ψj + δji ψk Γ



(5)



¯ i are components of the Christoﬀel symbols in Wn and W n , respectively, holds, where Γijk and Γ jk and 1  ∂j ln ψj = n+1







 g¯ − nPj , g



(6)



where g¯ = det g¯ij , g = det gij and Pj = T¯j − Tj If ψj = 0, then a geodesic mapping is called nontrivial; otherwise it is said to be trivial or aﬃne. Applying the formula (5) we ﬁnd the relationships for the curvature and Ricci tensors of Wn and W n as h h ¯ ijk R = Rijk + δih (ψkj − ψjk ) + δkh ψij − δjh ψik ,



¯ ij = Rij + nψij − ψji , R



(7) (8)



˙ j ψi − ψi ψj and Rij = Rh . where ψij = ∇ ijh The tensor Z of type (1,3) whose components are given by [8] h h Zijk = Rijk −



R (gij δkh − gik δjh ) n(n − 1)



(9)



is called the generalized concircular curvature tensor of Wn . Contraction on the indices h and k in (9) gives the generalized concircularly tensor Zij = Rij −



R gij n



(10)



where R = Rab g ab is the scalar curvature of Wn .
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Geodesic mappings preserving the Einstein tensor of Weyl spaces



If a geodesic mapping f : Wn → W n satisﬁes E¯ij = Eij



(11)



it is said to be the geodesic mapping preserving the Einstein tensor. Since the Ricci tensor of Wn is not symmetric, the Einstein tensor Eij is Eij = R(ij) −



R gij , n



(12)



where R(ij) denotes the symmetric part of the Ricci tensor. g , T¯) be two manifolds which are in geodesic mapping preserving the Let Wn (g, T ) and W n (¯ Einstein tensor. Then, from (8) we obtain ¯ (ij) = R(ij) + (n − 1)ψ(ij) . R



(13)



In view of (11) and (12) we get ψ(ij) =



1 ¯ g¯ij − Rgij ). (R n(n − 1)



(14)



g , T¯) can be written as Using (9), the generalized concircular curvature tensor of W n (¯ h h ¯ ijk Z¯ijk =R −



¯ R (¯ gij δkh − g¯ik δjh ). n(n − 1)



(15)



By virtue of (7), (15) becomes h h Z¯ijk = Rijk + δih (ψkj − ψjk ) + δkh ψij − δjh ψik −



¯ ¯ R R g¯ij δkh + g¯ik δjh . n(n − 1) n(n − 1)



(16)



Inserting (14) into (16) and making the necessary arrangements we obtain 1 1 h h Z¯ijk = Zijk + δih (ψkj − ψjk ) + δkh (ψij − ψji ) + δjh (ψki − ψik ). 2 2



(17)



Contraction on the indices h and k in (17) gives n + 1 Z¯ij = Zij + (ψij − ψji ). 2



(18)



Also, from (15) we obtain ¯ ¯ ij − R g¯ij = E¯ij + R ¯ [ij] . Z¯ij = R n



(19)



Using (10),(11),(18) and (19) we have  ¯ [ij] − R[ij] = n + 1 (ψij − ψji ) . R 2
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(21)



Considering Pj = T¯j − Tj and using (21), we may conclude that ∇[i Pj] =



n + 1 1 (∂i Pj − ∂j Pi ) = ψ[ij] . 2 n



(22)



h h Suppose now that Z¯ijk = Zijk . Then, we have from (17) that



1 1 δih (ψkj − ψjk ) + δkh (ψij − ψji ) + δjh (ψki − ψik ) = 0 2 2 which follows that ψij = ψji .



(23)



∂i Pj − ∂j Pi = 0



(24)



In view of (22) and (23) we obtain



which means that P is locally a gradient so, by (6), the covector ﬁeld ψ is also locally a gradient. Conversely, if the equation (24) holds, then from (22) we have ψij = ψji . In this case, using h h (17) we ﬁnd that Z¯ijk = Zijk . Consequently, we have proved Theorem 3.1 The generalized concircular curvature tensor is invariant under geodesic mapping preserving the Einstein tensor if and only if the covector ﬁeld of the mapping is locally a gradient.



References [1] AMINOVA, A.V.: Projective transformations of pseudo-Riemannian manifolds. In J. Math. Sci.,New York, Vol.113, No.3, 367-470,2003. [2] CHEPURNA, E.O., KIOSAK A.V., MIKES, J.: On geodesic mappings preserving the Einstein tensor. In Acta Univ. Palacki. olomuc., Fac. rer. nat.,Mathematica 49, No. 2, pp. 49-52, 2010. [3] EISENHART, L.P.: Riemannian geometry. Princenton Univ. Press, 1926. [4] HINTERLEITNER, I., MIKES, J.: Geodesic mappings onto Weyl manifolds. In AplimatJournal of Applied Mathematics, Vol. 2, No. 1, pp. 125-134, 2009. [5] HLAVATY, V.: Theorie d’immersion d’une Wm dans Wn . In Ann Soc Polon, Math, 21, pp. 196-206, 1949.



volume 5 (2012), number 3



55



Aplimat - Journal of Applied Mathematics [6] MIKES, J.: Geodesic mappings of aﬃne-connected and Riemannian spaces. In J.Math.Sci. New York, Vol.78, No. 3, pp.311-333, 1996. [7] NORDEN, A.: Aﬃnely connected spaces (in Russian). Moscow, GRMFML,1976. ¨ ˘ ¨ [8] OZDE GER, A., SENTURK, Z.: Generalized circles in Weyl spaces and their conformal mapping. In Publ Math., Deprecen, 60(1/2), pp. 75-87, 2002. [9] PETROV, A. Z.: New methods in the theory of general relativity. Nauka, Moscow, 1966. [10] SCHOUTEN, J. A, STRUIK, D.,J.:Introduction into new methods in Diﬀerential Geometry.(Germ. Einf¨ uhrung in die neueren Methoden der Diﬀerentialgeometrie). 1935. [11] SINYUKOV, N.S.: Geodesic mappings of Riemannian spaces. Nauka, Moscow, 1979. [12] YILDIRIM, G.C ¸ ., ARSAN, G.G.: Geodesic mappings between Kahler-Weyl spaces. Diﬀ. Geometry-Dynamical Systems, Vol. 9, pp. 156-159, 2007.



Current address G¨ uler G¨ urpınar Arsan, Assoc.Prof.Dr. Istanbul Technical University, Faculty of Science and Letters, Department of Mathematics, 34469, Maslak-Istanbul, Turkey, tel.+(90)2122853269 and e-mail: [email protected] G¨ ul¸ cin C ¸ ivi, Assoc.Prof.Dr. Istanbul Technical University, Faculty of Science and Letters, Department of Mathematics, 34469, Maslak-Istanbul, Turkey, tel.+(90)2122856959 and e-mail: [email protected]



56



volume 5 (2012), number 3



SMOOTH CURVES APPROXIMATION BY CHORD-LENGTH CURVES ´ CKA ˇ BASTL Bohum´ır, (CZ), LAVI Miroslav, (CZ)



Abstract. This paper is devoted to one practical application of planar rational curves with chord length parameterization (shortly RCL curves). Rational curves with chord length parameterizations are a chord-length analogy to the socalled Pythagorean-hodograph curves characterized by closed form formulas for their arc-lengths. They represent a new representation of objects in CAGD which can be used for formulating alternative modelling techniques. Using the universal formula for planar RCL curves, we design a simple G1 Hermite interpolation algorithm based on solving a small system of linear equations. In particular, we show how to approximate a general planar curve using arcs of RCL curves. The eﬃciency of the designed method is presented on two particular examples. Key words and phrases. Rational curves, chord length parameterizations, Hermite interpolation. Mathematics Subject Classification. Primary 51N35; Secondary 14H45.



1



Introduction and related work



The investigation of rational varieties with chord length parameterization (shortly RCL varieties) has become a popular research ﬁeld in recent years. It started in [5] for curves in plane by proving that the chord length parameter condition is fulﬁlled for circular arcs in standard rational quadratic form. An independent geometric proof of this fact is also presented in [11], where a circle-preserving variant of the four-point subdivision scheme is thoroughly analyzed. Studying chord length parameterizations in geometric modelling was mainly inﬂuenced by the use of chord length or chordal method for interpolation and approximation of discrete data points, cf. [9]. RCL parameterizations can be considered as an alternative to arc-length parameterizations because (as an arc-length parameter) the chord-length parameter is also uniquely determined by the loci of the curve. Thus, RCL parameterizations can be seen, in some sense, as a chord-length analogy to the so called Pythagorean hodograph (PH) curves



Aplimat - Journal of Applied Mathematics characterized by closed form formulas for their arc-lengths, see [6, 7] and references therein for more details. We would like to recall that RCL curves are worth studying especially because of the following advantages: they provide a simple inversion formula applicable e.g. for computing their implicit form, they do not have self-intersections, and they are suitable for point-curve evaluation. Later, a thorough analysis of curves with RCL property followed. The close connection between bipolar coordinates and curves with RCL parameterization was studied in [13]. It was shown that these curves are exactly those whose parameter coincides with one of the bipolar coordinates. Independently, computations in the complex plane for studying rational curves which can be parameterized by chord length were used in [10]. Finally, some curves with chord length parameterization were found among curves possessing a complex rational form, see [12]. Besides straight lines and circles in standard form, the family of RCL curves contains e.g. Bernoulli’s lemniscate, Pascal’s Lima¸con and equilateral hyperbolas. Interesting observations about RCL curves led to the idea to extend this approach also to rational surfaces. First, it was proved in [1] that the equal chord property holds for certain quadratic rational B´ezier patches describing a segment of a sphere. This result is a direct surface analogy to the planar result of [5]. In addition, it was shown how to characterize the RCL property of surfaces using tripolar coordinates in space, which extend the results of [13] concerning the bipolar coordinates (see also [4, 8]). A thorough analysis of surfaces with RCL property was provided in [2]. Rational triangular B´ezier surfaces of an arbitrary degree were considered and conditions under which they are rationally parameterized by chord lengths with respect to the reference circle were investigated. Finally, the RCL property was extended to arbitrary k-dimensional rational varieties and a general approach to rational chord length parameterizations in any dimension was formulated in [3]. It was shown that the observations from [1, 2, 5, 10, 13] can be identiﬁed as special cases of the results provided by the general approach. In this paper, we show that the RCL curves are very suitable for constructing G1 Hermite interpolating splines. The extra feature of these splines consist of all beneﬁts of the RCL curves, i.e., they do not possess self-intersections, and they are suitable for point-curve testing (of course, piecewise now). The main advantage of the designed algorithm is its simplicity as the designed method is based only on solving a simple system of linear equations. 2



Construction and properties of RCL curves



Given a parametric curve p(u) over a certain domain u ∈ [a, b], its chord-length at a given point p(u) is deﬁned as chord(u) :=



||p(u) − A|| , ||p(u) − A|| + ||p(u) − B||



A = p(a), B = p(b).



(1)



The curve is said to be chord length parameterized if chord(u) = u



(2)



Rational curves with chord length parameterization have recently been studied as special instances of RCL k-varieties in d-dimensional Euclidean space. We recall the deﬁnition from [3].
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Aplimat - Journal of Applied Mathematics Definition 2.1 Let S ⊂ Ek be a (k − 1)-dimensional sphere and γ(u), where u = (u1 , . . . , uk ), a rational parameterization of the space Ek . We say that a k-dimensional surface P(u) is RCL with respect to S and γ if ˜ : |P(u) − A| ¯ = |γ(u) − A| ˜ : |γ(u) − A| ¯ |P(u) − A|



(3)



˜ A¯ ∈ S and any u. holds for any A, As the notion of being RCL is covariant with respect to similarities, we can choose the reference sphere S as the unit sphere in the (x1 , . . . , xk )-plane. It was proved in [3]: Theorem 2.2 A variety P(u) is a rational chord length parameterization with respect to the (k − 1)-dimensional reference sphere S and the rational parameterization γ(u) if and only if there exists a rational mapping q(u) : Rk → Rn−k such that P(u) = M (˜ x1 (u), . . . , x˜k−1 (u), x˜k (u)N (q(u))),



(4)



where M is the inversion with respect to the (n − 1)-dimensional sphere centered √  at (0, . . . , 0,  −1 , 0, . . . , 0) with radius 2, x˜i is defined by k−th



M (P(u)) = (˜ x1 (u), . . . , x˜k−1 (u), x¯k (u), . . . , x¯n (u)), where



(5)



x¯k (u)2 + . . . + x¯n (u)2 = x˜k (u)2 ,



and N (q1 , . . . , qn−k ) =



2 (1 − q12 − . . . − qn−k , 2q1 , . . . , 2qn−k ) . 2 2 1 + q1 + . . . + qn−k



(6)



For n = 2, k = 1, we obtain RCL curves in the plane. The reference sphere consists of two points (±1, 0) and the inversion has the equation   1 1 − x2 − y 2 . (7) M (x, y) = 2y (x + 1)2 + y 2 Let us consider the trivial parameterizaton of the x-axis γ(u) = (u, 0) . Then   1 − u2 ,0 . M (γ(u)) = (u + 1)2 Moreover, N depends only on one rational function q and takes the form   1 − q 2 2q N= , . 1 + q2 1 + q2



(8)



(9)



Substituting (8) and (9) to (4) we obtain the following explicit formula with respect to the trivial parameterizaton of the line, which is equivalent to the construction obtained in [13]. Theorem 2.3 A planar curve p is a rational chord length parameterization with respect to the reference points (±1, 0) if and only if there exists a rational function q(u) such that   (1 + q 2 )u q(1 − u2 ) p(u) = , . (10) 1 + q 2 u2 1 + q 2 u2
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G1 Hermite interpolation with arcs of RCL curves



In this section, we describe an algorithm for construction of G1 Hermite interpolant represented by an arc of a suitably chosen RCL curve. Let two points A, B with associated unit tangent vectors tA , tB be given G1 Hermite data which we want to interpolate. In the ﬁrst step, we need to transform given data using a similarity such that A is mapped to the point (−1, 0) and B is mapped to (1, 0) (see Theorem 2.3). Concurrently, we obtain also the transformed unit tangent vectors ˜tA , ˜tB . Then, we can use the general formula (10) describing all chord length parameterizations of planar curves. It is obvious that it is enough to ﬁnd a suitable function q(u) such that given data are interpolated. Substituting the boundary values of the parameter interval of the parameterization (10), we arrive at   1 − q(−1)2 2q(−1)   , , p(−1) = (−1, 0) , p (−1) = 1 + q(−1)2 1 + q(−1)2 (11)   2 1 − q(1) 2q(1) p (1) = ,− . p(1) = (1, 0) , 1 + q(1)2 1 + q(1)2 Thus, we need to focus only on the given unit tangent vectors and determine the function q(u) such that p (−1) = ˜tA , p (1) = ˜tB . It can be seen that expressions for p (−1) and p (1) in fact represent a rational parameterization of the unit circle with the center at the origin obtained via the stereographic projection and that q(−1) and q(1), respectively, correspond to the choice of a parameter determining one particular point on this unit circle. Therefore, using the inverse stereographic projection we   can obtain the following system of equations relating q(u) and ˜tA = t˜xA , t˜yA , ˜tB = t˜xB , t˜yB q(−1) =



t˜yA , 1 + t˜xA



q(1) = −



t˜yB . 1 + t˜xB



(12)



The simplest choice for q(u) providing a unique solution of G1 Hermite interpolation problem is linear, i.e., we choose (13) q(u) = q0 + q1 u. By substituting (13) to (12) we obtain a simple system of linear equations which has an explicit solution in the form  y  y   t˜yB t˜yB t˜A t˜A 1 1 q0 = , q1 = − . (14) − + 2 1 + t˜xA 1 + t˜xB 2 1 + t˜xA 1 + t˜xB This leads to the explicit form of q(u), i.e., q(u) = −



t˜yA t˜yB (u − 1) − (u + 1). 2(1 + t˜xA ) 2(1 + t˜xB )



(15)



By computing q(u) for given data, the interpolant parameterization is known. The ﬁnal step is the transformation back to initial position. The whole process is summarized in Algorithm 1.
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Aplimat - Journal of Applied Mathematics Algorithm 1 G1 Hermite interpolation by RCL curves Require: Points A, B with associated unit tangent vectors tA , tB Ensure: RCL curve p(u), u ∈ [−1, 1], interpolating the given data 1: Find a similarity φ which maps A to (−1, 0) and B to (1, 0) 2: Transform the given unit tangent vectors ˜tA = Normalize(φ(tA )),



˜tB = Normalize(φ(tB ))



3: Compute the function q(u) t˜yB t˜yA (u − 1) − (u + 1) q(u) = − 2(1 + t˜xA )) 2(1 + t˜xB )) 4: Compute the parameterization of the interpolating RCL curve  ˜ (u) = p



(1 + q 2 )u q(1 − u2 ) , 1 + q 2 u2 1 + q 2 u2



 , u ∈ [−1, 1]



˜ (u) back to the initial position 5: Transform p p(u) = φ−1 (˜ p(u))



Remark 3.1 Because of the division in (15) ˜tA = (−1, 0) and ˜tB = (−1, 0) must hold. This fact is caused by the derivation of a rational parameterization of the unit circle via the stereographic projection involved in (11).



Example 3.2 Let us consider G1 Hermite data  







A = (−1, 0) , B = (1, 0) , tA =



1 1 √ ,√ 2 2







, tB = (0, 1) .



Using Algorithm 1 we can find an interpolating RCL arc matching given data, see Fig. 1 (left). Example 3.3 Let us consider G1 Hermite data  







A = (−1, −1) , B = (1, 0) , tA =



3 2 −√ , √ 13 13







 , tB =



1 3 √ ,√ 10 10



 .



Using Algorithm 1 we can find an interpolating RCL arc matching given data, see Fig. 1 (right).
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Figure 1: Left: RCL interpolant for data from Example 3.2; Right: RCL interpolant for data from Example 3.3.



4



Approximation order and examples



Using Algorithm 1 we can formulate a simple non-adaptive method for conversion of an arbitrary planar curve c(t), t ∈ [0, 1], with well-deﬁned tangent vector everywhere into G1 RCL spline. We choose the number of segments n on c(t) and sample G1 Hermite data        i−1  i c c i − 1 i i n , iB = c , i tA =   i−1 , i tB =   ni , i = 1, . . . , n. A=c n n ||c n || ||c n || Then we compute the corresponding RCL curve i p(u) matching these data. Further, we evaluate the approximation error by measuring the Hausdorﬀ distance      n n ε = max max min ||c(t) − p (u)|| , max min ||c(t) − p (u)|| , u∈[0,1]



t∈[0,1]



t∈[0,1]



u∈[0,1]



(16)



where pn (u), u ∈ [0, 1], is RCL spline curve obtained by the linear reparameterization. If ε is greater than the prescribed error , we set n = 2n and repeat the whole process. Example 4.1 Let us consider two B´ezier quartic curves on the interval t ∈ [0, 1]. The first curve has the control points (0, 0) , (0, 1) , (1, 2) , (2, 1) and (1, 0) and no inflections (see Fig. 2). The second curve has the control points (0, 0) , (2, 1) , (2, −1) , (3, 2) and (4, 0) and two inflection points (see Fig. 3). Table 1 summarizes the approximation error and its improvement (ratio of two consecutive errors) for the first B´ezier curve. The error was obtained by measuring the Haussdorf distance. The improvement ratio tends to 8 = 23 which indicates that the approximation order of the curve approximation by the above mentioned procedure is 3.



5



Conclusion



In this paper, a simple G1 Hermite interpolation algorithm with arcs of RCL curves was presented. The method is based only on solving a small system of linear equations. We also showed
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Figure 2: B´ezier curve and its approximation by G1 RCL spline curve for n = 1 (left), n = 2 (middle) and n = 3 (right).



Figure 3: B´ezier curve with inﬂection points and its approximation by G1 RCL spline curve for n = 1 (left), n = 2 (middle) and n = 3 (right). how to approximate an arbitrary planar curve with well-deﬁned tangent vectors everywhere by RCL spline curve and numerically derived the approximation order of this procedure which turned out to be 3. Based on the results from [3], the method could be also generalized for an interpolation/approximation of space curves and also even of surfaces because general formulas for all space RCL curves and also for all RCL surfaces are presented there. This will be our future work on this topic. Acknowledgement The work on this topic was supported by the Research Plan MSM 4977751301. References ¨ ´ CKA, ˇ ˇ´IR, Z. Spherical quadratic [1] BASTL, B., JUTTLER, B., LAVI M., SCHICHO, J., and S B´ezier triangles with chord lengths parameterization and tripolar coordinates in space. Comput. Aided Geom. Des. 28, 2 (2011), 127–134. ¨ ´ CKA, ˇ ˇ´IR, Z. Surfaces with Rational Chord [2] BASTL, B., JUTTLER, B., LAVI M., and S Length Parameterization. Lecture Notes in Computer Science 6130 (2010), 19–28. Mourrain, B, Schaefer, S, and Xu, G (eds.): GMP 2010.
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Aplimat - Journal of Applied Mathematics Table 1: Errors and their improvements (ratios of two consecutive errors) for Example 4.1. Parts 2 4 8 16 32 64 128 256 512 1024 2048 4096



Error 4.02435 × 10−2 1.93839 × 10−3 1.47523 × 10−4 4.24730 × 10−5 2.08335 × 10−5 2.98628 × 10−6 3.66785 × 10−7 4.54321 × 10−8 5.65271 × 10−9 7.04936 × 10−10 8.80134 × 10−11 1.09951 × 10−11



Ratio 20.76123 13.13961 3.47333 2.03868 6.97641 8.14177 8.07325 8.03722 8.01876 8.00941 8.00471



¨ ´ CKA, ˇ ˇ´IR, Z. Curves and surfaces with rational [3] BASTL, B., JUTTLER, B., LAVI M., and S chord lengths parameterization. Computer Aided Geometric Design (20xx). To appear. [4] BATEMAN, H. Spheroidal and bipolar coordinates. Duke Mathematical Journal 4, 1 (1938), 39–505. [5] FARIN, G. Rational quadratic circles are parametrized by chord length. Computer Aided Geometric Design 23, 9 (2006), 722–724. [6] FAROUKI, R. Pythagorean-Hodograph Curves: Algebra and Geometry Inseparable. Springer, 2008. [7] FAROUKI, R., and SAKKALIS, T. Pythagorean hodographs. IBM Journal of Research and Development 34, 5 (1990), 736–752. [8] FAROUKI, R. T., and MOON, H. P. Bipolar and multipolar coordinates. In Proceedings of the 9th IMA Conference on the Mathematics of Surfaces (London, UK, 2000), SpringerVerlag, pp. 348–371. [9] FLOATER, M. S., and SURAZHSKY, T. Parameterization for curve interpolation. In Topics in Multivariate Approximation and Interpolation, W. H. R. S. Kurt Jetter, Martin D. Buhmann and J. Stckler, Eds., vol. 12 of Studies in Computational Mathematics. Elsevier, 2006, pp. 39–54. ¨ W. Curves with chord length parameterization. Computer Aided Geometric Design [10] LU, 26, 3 (2009), 342–350. [11] SABIN, M. A., and DODGSON, N. A. A circle-preserving variant of the four-point subdivision scheme. In Mathematical Methods for Curves and Surfaces: Tromsø 2004, Modern Methods in Mathematics (2005), Nashboro Press, pp. 275–286. ´ [12] SANCHEZ-REYES, J. Complex rational B´ezier curves. Computer Aided Geometric Design 26, 8 (2009), 865–876. ´ ´ [13] SANCHEZ-REYES, J., and FERNANDEZ-JAMBRINA, L. Curves with rational chordlength parametrization. Computer Aided Geometric Design 25, 4-5 (2008), 205–213.
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ON COMPUTING APPROXIMATE PARAMETERIZATIONS OF ALGEBRAIC SURFACES ´ CKA ˇ BIZZARRI Michal, (CZ), LAVI Miroslav, (CZ)



Abstract. In this paper we present a novel approach which can be used for computing approximate parameterizations of selected algebraic surfaces. The algorithm is based on determining the topological graph of a given surface S and replacing its triangular faces by suitable triangular B´ezier patches. The computation of the topological graph of S uses the critical curves of S and their topological graphs, see [1]. The union of the specially constructed topological graphs of the critical curves of S leads to the topological graph of S. Key words and phrases. Algebraic curve, algebraic surface, critical point, topological graph, triangular B´ezier patch. Mathematics Subject Classification. Primary 60A05, 08A72; Secondary 28E10.



1



Introduction



When the computers allowed machining of 3D shapes, a necessity to deﬁne a computercompatible description of those objects appeared. The most promising representation was soon identiﬁed to be in forms of parametric curves and surfaces. Parameterizations allow us to generate points on curves and surfaces, they are also suitable for surface plotting, computing transformations, determining oﬀsets, computing curvatures e.g. for shading and colouring, for surface-surface intersection problems etc. – see e.g. [2, 3]. Among all parameterizations, the most important ones are those that can be described with the help of polynomials or rational functions since these representations can be easily included into standard CAD systems. However, not every geometric object (curve/surface/volume) can be described using rational parameterizations and therefore approximate techniques must be applied. For algebraic curves and surfaces, various symbolic techniques can be found – see e.g. [4, 5, 6] for parameterization of curves, and [7, 8, 9] for surfaces. However, these techniques are algorithmically quite diﬃcult and they cannot be used for all algebraic curves and surfaces, since



Aplimat - Journal of Applied Mathematics an exact rational parameterization does not exist in the generic case. Approximate algorithms, which generate a parameterization within a certain region of interest, are used to overcome these problems. Hence, it is worth exploring also approximate techniques for parameterizing planar curves, space curves, and surfaces. Various related results for planar curves exist, cf. [10, 11]. Numerical methods for space curves have been discussed e.g. in [1, 12]. In this paper we present a novel approach which can be used for computing approximate parameterizations of selected algebraic surfaces. The algorithm is based on determining the topological graph of a given surface S without curves of singular points and replacing its triangular faces by suitable triangular B´ezier patches. The ﬁrst step for ﬁnding the topological graph of S is an identiﬁcation of the critical curves of S followed by computing their topological graphs, see [1]. Then, the union of the specially constructed topological graphs of the critical curves of S leads to the topological graph of S. The functionality of the designed method is presented on two examples. The remainder of this paper is organized as follows. The next section summarizes several fundamental facts concerning the algebraic varieties, especially algebraic curves and surfaces. The topology of space algebraic curves is studied in Section 3. Section 4 is devoted to the computation of the topological graphs of algebraic surfaces. Finally, after presenting the method for constructing the approximate parameterizations of algebraic surfaces based on their topological graphs in Section 5, we conclude this paper and mention some open problems. 2



Preliminaries



In this section, we recall some fundamental properties of algebraic and rational curves and surfaces which are then used in the following sections. More details can be found e.g. in [5, 6, 13]. Throughout this paper, let K be an algebraically closed ﬁeld of characteristic zero and the aﬃne space of dimension n over the ﬁeld K will be denoted by An . An aﬃne algebraic variety V in An is deﬁned as the set of all points satisfying f1 (x1 , . . . , xn ) = . . . = fk (x1 , . . . , xn ) = 0, i.e.,   (1) V = (a1 , . . . , an ) ∈ An | fi (a1 , . . . , an ) = 0 for all i = 1, . . . , k . The polynomials f1 , . . . , fk ∈ K[x1 , . . . , xn ] are called deﬁning polynomials of the variety V. The degree of the variety V is d1 · · · dk , where d1 , . . . , dk are the algebraic degrees of f1 , . . . , fk , respectively. The dimension of V is the transcendence degree over K of the function ﬁeld K(V) of all rational functions on V, with values in K, see [13]. In this paper we will focus on algebraic plane and space curves (the algebraic varieties of dimension 1) in A2 and A3 , respectively) and on algebraic surfaces (the algebraic varieties of dimension 2) in A3 . An aﬃne plane algebraic curve D is the set of zeros of a polynomial, i.e., D = {(a1 , a2 ) ∈ A2 | f (a1 , a2 ) = 0}.



(2)



An aﬃne space algebraic curve C is deﬁned as the set all solutions of a system of two polynomial equations, i.e., C = {(a1 , a2 , a3 ) ∈ A3 | f (a1 , a2 , a3 ) = g(a1 , a2 , a3 ) = 0}.



(3)



Finally, an aﬃne algebraic surface S is the set of zeros of a polynomial, i.e., S = {(a1 , a2 , a3 ) ∈ A3 | f (a1 , a2 , a3 ) = 0}.
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Aplimat - Journal of Applied Mathematics Let V be a variety of dimension d over a ﬁeld K. Then V is said to be unirational, or parametric, if there exists a rational map P : Kd → V such that P(Kd ) is dense in V. We speak about a (rational ) parameterization P(t1 , . . . , td ) of V. Furthermore, if P deﬁnes a birational map then V is called rational, and we say that P(t1 , . . . , td ) is a proper parametrization. By a theorem of Riemann, a planar curve has a parametrization iﬀ it has a proper parametrization iﬀ its genus (see [13] and Section 2.1 for a deﬁnition of this notion) is zero. Hence, for planar curves the notions of rationality and unirationality are equivalent for any ﬁeld. In the surface case, the theory diﬀers as Castelnuovo’s theorem holds only for algebraically closed ﬁelds of characteristic zero. By this theorem, a surface has a parametrization iﬀ it has a proper parametrization iﬀ the arithmetical genus pa and the second plurigenus P2 are both zero (see [13] for a deﬁnition of these notions). Finally, we recall basic property of triangular B´ezier patches, see [3]. B´ezier triangular patch, constructed from a triangular domain is deﬁned as  bijk Bin (u), (5) x(u) = i+j+k=n



where u = (u, v, w) are barycentric coordinates fulﬁlling u+v+w = 1, Bin (u) are the Bernstein polynomials in the form n! i j k Bin (u) = (6) uv w , i!j!k! and bijk are a given control points determining the shape of the surface. A B´ezier triangle consists of all points x(u) with the barycentric coordinates u within the domain triangle, 0 < u, v, w < 1. 3



Topology of space algebraic curves



In this section we give a brief sketch of computing the topology of implicitly given space algebraic curves in some region of interest. By determining the topology of a space curve C we understand a construction of a certain arrangement of polylines which is topologically equivalent to the given curve. Such arrangement of polylines is called a topological graph of C and is denoted by G(C). It is beyond the scope of this paper to go into details, so we recall only basic steps – the reader more interested in this topic is kindly referred to [1, 14]. Let C be a space curve deﬁned by f = g = 0 and tp = ∇f (p) × ∇g(p) denote the tangent vector of C at p. Then the point p ∈ C is called: (i) an x-critical point if tp · (1, 0, 0) = 0; (ii) a y-critical point if tp · (0, 1, 0) = 0; (iii) a z-critical point if tp · (0, 0, 1) = 0; (iv) a singular point if tp = (0, 0, 0) . All these points are called by a uniﬁed name critical points. A non-critical point is a point which is not critical.
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Aplimat - Journal of Applied Mathematics Now, we shortly outline the steps of the construction of the topological graph G(C) in the region of interest R = [X1 , X2 ] × [Y1 , Y2 ] × [Z1 , Z2 ] of a space algebraic curve C. Firstly, we need C to be in the so called general space position, see [1] for an explanation of this notion. Next we compute all critical points of C – in the algorithm for computing the topology of algebraic surfaces, we need the topological graphs of some specially chosen space curves containing all their critical points, see Section 4. Next we add all the intersections of C with the boundary of R to the set of the vertices of G(C). Thus, we obtain new points b1 , . . . , bs by solving the following six systems of three non-linear equations: f (x, y, z) = 0, f (x, y, z) = 0, f (x, y, z) = 0,



∂f (x, y, z) = 0, ∂z ∂f (x, y, z) = 0, ∂z ∂f (x, y, z) = 0, ∂z



x = Xi ,



i = 1, 2;



y = Yi ,



i = 1, 2;



z = Zi ,



i = 1, 2.



(7)



Obviously, only one branch of C (assuming bi is not an x-critical point of C) goes from each point bi . Next, we ﬁnd the corresponding projection πz (C) of C and construct the planar topological graph G(πz (C)) containing the projections of all vertices of G(C). Finally, we delete some redundant vertices of G(πz (C)) and lift its edges back to space, see Algorithm 1. Algorithm 1 TOP GRAPH CURVE [f, g, R] INPUT: A space curve C deﬁned by the polynomials f and g and some region of interest R = [X1 , X2 ] × [Y1 , Y2 ] × [Z1 , Z2 ]. 1: Compute the x-coordinates X1 ≤ x1 < . . . < xk ≤ X2 of the x- y- and z-critical points of C, of the singular points of πz (C) obtained only by the projection πz and of the boundary points (by solving (7)); 2: For every xi , compute the real roots of h(xi , y): Y1 ≤ yi,1 < yi,2 < . . . < yi,s ≤ Y2 , where h = Resz (f, g); 3: Delete such points (xi , yi,j ) which have not the corresponding z-coordinates in the interval [Z1 , Z2 ]; 4: For all points (xi , yi,j ) compute the number of left and right branches going from these points; 5: Connect the points (xi , yi,j ) with the points (xi+1 , yi+1,j ) appropriately; 6: Delete such singular points of πz (C) which are not the projections of the singular points of C, see [1]; 7: Delete all vertices of G(πz (C)) which are not the projections of x- y- z-critical and boundary points; 8: Lift the edges of G(πz (C)) to the space and hence obtain G(C); OUTPUT: The topological graph G(C) of C having its x- y- z-critical and the boundary points as its vertices. Thus, we need to compute the number of the left branches and right branches going from a particular point p (Step 4 in Algorithm 1) on the plane curve πz (C). This can be done by the following method: We enclose p by a small box B such that the curve πz (C) does not intersect the box B in the bottom and in the top and, moreover, there exists exactly one intersection
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Aplimat - Journal of Applied Mathematics point (the point p) of the vertical line going through the point p with the curve πz (C) in the box. Then the number of the right and left intersection points yields the number of half-branches to the right and to the left at p, respectively, cf. [15] for more details. Finally, we show how the vertices of G(πz (C)) can be connected. We write the sequence Ri of vertices (xi , yi,j ) where each vertex occurs as many times as it has half-branches to the right, and the sequence Li+1 of vertices (xi+1 , yi+1,j ) where each vertex again occurs as many times as it has half-branches to the left, for particular i. Then, the m-th vertex from Ri is connected with the m-th vertex from Li+1 . Note that the way how to connect the vertices by edges is uniquely determined since any incorrect connecting vertices leads to at least one intersection of two edges at a non-critical point. Remark 3.1 Let us emphasize that if a given curve is in the general space position, the lifting process is determined uniquely, see [1] for the explanation. 4



Topology of algebraic surfaces



This section is devoted to the construction of the topological graphs of algebraic surfaces without the curves of singular points. We compute the critical points of a given algebraic surface S deﬁned by the polynomial f (x, y, z) and connect them appropriately (with the help of the topologies of some specially chosen curves on S). Let np = ∇f (p) denote the normal vector of the surface S at p. Then the point p ∈ S is called: (i) an x-critical point if np · (0, 1, 0) = np · (0, 0, 1) = 0; (ii) a y-critical point if np · (1, 0, 0) = np · (0, 0, 1) = 0; (iii) a z-critical point if np · (1, 0, 0) = np · (0, 1, 0) = 0; (iv) a singular point if np = (0, 0, 0) . All these points are called by a uniﬁed name critical points. A non-critical point is a point which is not critical. Then the algorithm for computing the topology of a given algebraic surface proceeds as follows: First, we compute the topological graphs G(Cx ), G(Cy ) and G(Cz ) of the so called critical curves Cx , Cy and Cz of a given surface S (deﬁned by the polynomial f ), i.e., Cx : Cy : Cz :



f (x, y, z) = fx (x, y, z) = 0; f (x, y, z) = fy (x, y, z) = 0; f (x, y, z) = fz (x, y, z) = 0,



(8)



where fα denotes the derivative of f with respect to α. Next, we compute the topological graphs G(C1 ), . . . , G(C6 ) of the boundary curves C1 , . . . , C6 – the intersection curves of S with the boundary of R = [X1 , X2 ] × [Y1 , Y2 ] × [Z1 , Z2 ], i.e. C1,2 : C3,4 : C5,6 :
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f (x, y, z) = 0, f (x, y, z) = 0, f (x, y, z) = 0,



x = Xi , y = Yi , z = Zi ,



i = 1, 2; i = 1, 2; i = 1, 2.



(9)
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Aplimat - Journal of Applied Mathematics Then all 9 topological graphs together generate the topological graph of a given surface S. Since the x-critical points of Cy , Cz and S coincide, see Theorem 4.1 (analogously for y- and zcritical points) the topological graphs G(Cx ), G(Cy ) and G(Cz ) are connected together at these points (the critical points of S). Next, since all topological graphs G(Cx ), G(Cy ) and G(Cz ) contain the boundary points as its vertices, the boundary curves will connect them at these points. Theorem 4.1 Let an algebraic surface S is deﬁned by the polynomial f and Cx , Cy and Cz be its corresponding critical curves. Then it holds: (1) x-critical points of Cy , Cz and S coincide; (2) y-critical points of Cx , Cz and S coincide; (3) z-critical points of Cx , Cy and S coincide. Proof. We prove only (1) since (2) and (3) can be proved by analogy. Thus, x-critical points of Cy are deﬁned by the equations f = fy = fy fyz − fz fyy = 0.



(10)



Since fy = 0, the equation fy fyz −fz fyy = 0 degenerates to the equation fz = 0. Next, x-critical points of Cz are deﬁned by the equations f = fz = fy fzz − fz fyz = 0.



(11)



Again, since fz = 0, the equation fy fzz − fz fyz = 0 degenerates to the equation fy = 0. Thus in both case we arrived at the equations f = fy = fz = 0,



(12)



which are exactly the equations of the x-critical points of S.



2



Remark 4.2 Let us note, that some of the curves Cx , Cy , Cz , C1 , . . . , C6 can have a common component. We can delete some of these common components by considering new curves K1 , . . . , Ks deﬁned by the tuples of polynomials (f, g1 ), . . . , (f, gs ), where g1 , . . . , gs are irreducible factors of fx , fy , fz , x − X1 , x − X2 , y − Y1 , y − Y2 , z − Z1 , z − Z2 . The method of constructing the topological graph is summarized in Algorithm 2. Example 4.3 We construct the topological graph of the ellipsoid given by f=



x2 y 2 + + z 2 − 1. 3 2



(13)



The critical curves are shown in Fig. 1 (left) and the topological graph G(S) of S in Fig. 1 (right).
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Aplimat - Journal of Applied Mathematics Algorithm 2 TOP GRAPH SURFACE [f, R] INPUT: An algebraic surface S deﬁned by the polynomial f and some region of interest R = [X1 , X2 ] × [Y1 , Y2 ] × [Z1 , Z2 ]. 1: Construct curves K1 , . . . , Ks deﬁned by the tuples of polynomials (f, g1 ), . . . , (f, gs ), where g1 , . . . , gs are irreducible factors of fx , fy , fz , x − X1 , x − X2 , y − Y1 , y − Y2 , z − Z1 , z − Z2 . 2: Compute the topological graphs for all Ki , i.e., G(Ki ) = TOP GRAPH CURVE [f, gi , R];  3: The topological graph G(S) = i=1,...,s G(Ki ); OUTPUT: The topological graph G(S) of S having its x- y- z-critical and the boundary points as its vertices.



Figure 1: The critical and boundary curves from Example 4.3 (left), and their corresponding topological graphs which give us the topological graph G(S) of S (right).



Example 4.4 We construct the topological graph of the algebraic surface (see Fig. 2) deﬁned by the polynomial (14) f = x3 − 9y 2 − 9z 2 − 3x + 2. The critical and boundary curves are deﬁned by equations, see Fig. 3 (left): Cx : Cy : Cy : C1 :



−x3 + 3x + 9y 2 + 9z 2 − 2 = 1 − x2 = 0; −x3 + 3x + 9y 2 + 9z 2 − 2 = y = 0; −x3 + 3x + 9y 2 + 9z 2 − 2 = z = 0; −x3 + 3x + 9y 2 + 9z 2 − 2 = x − 3 = 0.



(15)



Thus, we construct the topological graphs G(Cx ), G(Cy ), G(Cz ), G(C1 ) of Cx , Cy , Cz , C1 , which give us the topological graph G(S) of S, see Fig. 3 (right). 5



An approximate parameterization algorithm



In this section we describe a simple method how the triangular faces of the constructed topological graph of a given algebraic surface can be replaced by cubic B´ezier triangular patches. The method is formulated as an optimization problem when the objective function approximates the integral of the squared Euclidean distance of the constructed approximate surface to the implicit one.
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Figure 2: Tschirnhausen cubic surface S from Example 4.4.



Figure 3: The critical and boundary curves from Example 4.4 (left), and their corresponding topological graphs which give us the topological graph G(S) of S (right).



Suppose, that the three points p1 , p2 , p3 and the normal vectors n1 , n2 , n3 at these points are given. Then the cubic B´ezier triangle patch is given by the equation



x(u, v, w) =



 i+j+k=3



3! bijk i!j!k! ui v j w k =



= b300 u3 + 3b210 u2 v + 3b201 u2 w + 3b120 uv 2 + 6b111 uvw+ +3b102 uw2 + b030 v 3 + 3b021 v 2 w + 3b012 vw2 + b003 w3 ,
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(16)
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= = = = = = = = = =



p1 ; p2 ; p3 ; (2p1 + p2 − w12 n1 ) /3; (2p2 + p1 − w21 n2 ) /3; (2p2 + p3 − w23 n2 ) /3; (2p3 + p2 − w32 n3 ) /3; (2p3 + p1 − w31 n3 ) /3; (2p1 + p3 − w13 n1 ) /3; E + (E − V )/2,



(17)



where wij = (pj − pi ) · ni , E = (b12 + b21 + b102 + b120 + b201 + b210 ) /6 and V = (p1 + p2 + p3 ) /3. Then, the whole process of approximate parameterization of algebraic surfaces can be formulated as follows: For each triangle face Ti of the topological graph G(S) construct its corresponding B´ezier patch x(u, v, αi1 , αi2 , αi3 ) such that we substitute to (17) the normal vectors with the lengths as free parameters i.e., αi1 ni1 , αi2 ni2 and αi3 ni3 . Then, the following objective function measures the Euclidean distance of the constructed approximate surface to the implicit one ⎛ ⎛ ⎞ ⎞ 1 1−u  k/3 2 f (x(u, v, αi1 , αi2 , αi3 )) ⎠ ⎠ dv du. (18) F (α1 , . . . , αk ) = ⎝ ⎝ ∇f (x(u, v, αi1 , αi2 , αi3 ))2 i=1 0



0



Finally, minimizing the objective function (18) can be done by the Newton’s method which is characterized by the fast convergence, see for instance [17]. Example 5.1 We construct one B´ezier triangular patch on the ellipsoid from Example 4.4. The B´ezier patch is given by the following data: p1 = (1.732, 0, 0) , n1 = (1, 0, 0) ,



p2 = (0, 1.414, 0) , n2 = (0, 1, 0) ,



p3 = (0, 0, 1) n3 = (0, 0, 1) .



(19)



The optimization process gives us the following lengths of the normal vectors . α1 = α2 = α3 = 1.33108.



(20)



The approximate B´ezier triangular patch is shown in Fig. 4. 6



Conclusion



In this paper, we presented a novel approach for computing approximate parameterizations of algebraic surfaces based on computing their topological graphs and consequently replacing their triangular faces by triangular B´ezier patches. The optimization of the lengths of the normal vectors at the join points is realized using the classical Newton’s method. The main advantage of the presented method, combining symbolical and numerical steps to the approximation problem, lies in its straightforwardness and simplicity.
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Figure 4: B´ezier triangular patch from Example 5.1.
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Abstract. In this paper, we obtained the necessary and suﬃcient conditions for a Kahler-Weyl space to admit a nontrivial holomorphically projective mapping onto another Kahler-Weyl space and we found the relations between the curvature and Ricci tensors of two Kahler Weyl spaces admitting a holomorphically projective mapping. Key words and phrases. Holomorphically projective, Kahler-Weyl space. Mathematics Subject Classification. Primary 53B35, 53B15; Secondary 53B20.



1



Introduction



Many authors studied holomorphically projective mapping between special Kahler spaces and generalization of the theory of holomorphically projective mapping [1,2,4,5,8,11,12]. In [6], it is investigated objects which are invariant under the holomorphically projective mappings of two parabolically Kahler spaces . In [10], the authors determined that conformally Kahler spaces being a generalization of Kahler spaces do not admit a nontrivial holomorphically projective mapping preserving the complex structure onto almost Hermitian spaces. In this work, our main aim is to obtain the necessary and suﬃcient conditions for a KahlerWeyl space to admit a holomorphically projective mapping onto another Kahler-Weyl space and to ﬁnd the relationships between curvature tensors and Ricci tensors of two these spaces. An n-dimensional Weyl manifold having a conformal metric g and a symmetric connection ∇ satisﬁes the compatibility condition ˙ k gij = ∇k gij − 2 Tk gij = 0 , ∇ ˙ denotes the prolonged derivative of g. where Tk denotes a covariant vector ﬁeld and ∇



(1)



Aplimat - Journal of Applied Mathematics Under the renormalization ∼ g = λ2 g



(2)



of the metric tensor g, T is transformed by the law ∼ Tk = Tk + ∂k ln λ , where λ is a scalar function deﬁned on Wn [3,7]. ∼ If an object A in the Weyl transforms of the form A = λp A under the renormalization of g, A is said to be a satellite of weight {p} of g. Let Wn be a Weyl space of dimension n = 2m and let Wn be endowed with an almost complex structure Fij of weight {0}, i.e.,



suppose further that



Fij Fjk = −δik ,



(3)



gij Fhi Fkj = ghk ,



(4)



˙ kF j = 0 , ∇ i and



Fij = gjk Fik = −Fji



for all i,j,k. ,



(5)



F ij = g ih Fhj = −F ji



(6)



where the tensors Fij and F ij of weight {2} and {−2} , respectively. Such a Weyl space is called a Kahler-Weyl space and we will denote it by KWn . 2



Holomorhically Projective Mappings of Kahler-Weyl Spaces



A curve C given by the equations xi = xi (t) (i = 1, 2, · · · , n) with tangent vector KWn is a analytically planar curve if the conditions [4]



dxi in dt



j k j d2 xi dxi i dx dx i dx = a(t) + b(t) F (7) + Γ jk j dt2 dt dt dt dt hold, where a = a(t) and b = b(t) are functions of t and Γijk are the Christoﬀel symbols of the form   i i Γjk = − ( δji Tk + δki Tj − g li gjk Tl ). (8) jk



Consider a diﬀeomorphism ρ from a Kahler-Weyl space KWn onto another Kahler space ¯ KW n preserving the complex structure and having a common coordinate system xi = x¯i . If ¯ n maps all analytically planar curves of KWn into analytically planar curve in ρ : KWn → KW ¯ KW n then the mapping ρ is a holomorphically projective mapping [4,6,12]. ¯ n we have Under the holomorphically projective mapping ρ : KWn → KW i j d2 xi ¯ i dxj dxk ¯ dx + b(t) ¯ F¯ i dx + Γ = a(t) jk j dt2 dt dt dt dt
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Aplimat - Journal of Applied Mathematics ¯ i is the coeﬃcients of connection ∇. ¯ where Γ jk Substracting (7) and (9) and by considering the fact Fki = F¯ki we obtain  which implies that



 j k j i j k ¯ ijk − Γijk dx dx = 2ψj dx dx + 2ϕj Fki ψj dx dx Γ dt dt dt dt dt dt



(10)



¯ ijk = Γijk + ψj δki + ψk δji + ϕj Fki + ϕk Fji , Γ



(11)



dxj dxj ¯ =a ¯ − a and 2ϕj = b − b. dt dt It can be easily seen that under the condition (11) , the equations (7) and (9) are satisﬁed ¯ n is a holomorphically projective planar mapping . which denotes ρ : KWn → KW ¯ n By (11), in the local coordinates, the compatibility condition of the metric tensor g¯ of KW with respect to ∇ can be written as the equation where 2ψj



˙ k g¯ij = ∇k g¯ij − 2Tk g¯ij ∇ = 2(ψk + Pk )¯ gij + g¯kj ψi + g¯ik ψj + ϕi Fkm g¯mj + ϕj Fkm g¯im ,



(12)



where Pk = T¯k − Tk . Similarly, the prolonged derivative of complex structure with respect to ∇ gives ˙ k F¯ h = ∇k F¯ h ∇ i i = −[δkh (ψm F¯im + ϕi ) + F¯kh (ϕm F¯im + ψi )].



(13)



By remembering that ˙ k F¯ j = ∇ ˙ kF j = 0 , ∇ i i we obtain



ψi = ϕm Fim .



(14)



Thus, we proved that, if the relation given by (11) holds, the equations (12) and (14) are satisﬁed. Conversely, if we have the equations given by (12) and (14), one can see that 



   m m m m ¯ ¯ Γik − Γik g¯mj + Γjk − Γjk g¯im = (ψk δim + ψi δkm + ϕi Fkm )gmj + (ψk δjm + ψj δkm + ϕj Fkm )gim = (ψk δim + ψi δkm + ϕi Fkm + ϕk Fim )gmj + (ψk δjm + ψj δkm + ϕj Fkm + ϕk Fjm )gim



(15)



or ¯ ijk = Γijk + ψj δki + ψk δji + ϕj Fki + ϕk Fji , Γ which denotes the mapping between two Kahler Weyl spaces is a holomorphically projective mappping.
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Aplimat - Journal of Applied Mathematics In (11), if ϕi = 0 then the mapping is nontrivial. Otherwise, it is said to be trivial or aﬃne. Thus, we can state the following theorem. Theorem 2.1 A Kahler-Weyl space admits a nontrivial holomorphically projective mapping onto another Kahler-Weyl space if and only if one of the following equivalent conditions holds. ¯ ijk= Γijk + ψj δki + ψk δji + ϕj Fki + ϕk Fji . a) Γ ˙ k g¯ij= 2(ψk + Pk )¯ gij + g¯kj ψi + g¯ik ψj + ϕi Fkm g¯mj + ϕj Fkm g¯im b) ∇



,



ψi = ϕm Fim .



Theorem 2.2 The covector ﬁeld ψi of the holomorphically projective mapping between two Kahler-Weyl spaces is in the form   g¯ 1  ∂i ln − nPi ψi = n+2 g where g = det(gij ) and g¯ = det(¯ gij ) and Pj = T¯j − Tj . Proof. Contraction (11) on the indices i and k gives ¯ i − Γi = (n + 2)ψj Γ ji ji from which follows



1  ∂j ln ψj = n+2







 g¯ − nPj , g



(16)



where Pj = T¯j − Tj . It can be stated that, unlike the covector ﬁeld of a holomorphically projective mapping between two Kahler spaces, instead of being gradient, the covector ﬁeld ψ is diﬀerent from a gradient for Kahler-Weyl spaces in general case. h ¯ h be the mixed curvature tensors of KW n and KW ¯ n , respectively. and R Let Rijk ijk After some calculations, the relation between the curvature tensors of two Kahler-Weyl spaces under the holomorphically projective mapping are obtained as h h ¯ ijk = Rijk + δjh ψik − δkh ψij + δih (ψjk − ψkj ) + Fjh ϕik − Fkh ϕij + Fih (ϕjk − ϕkj ) (17) R where ˙ j ψi + ϕi ϕj − ψi ψj ψij = ∇



,



ϕij = −ψmj Fim .



¯ ij and Rij are related by the equation The Ricci tensors R h ¯ ij ¯ ijh = R R = Rij + ψji − (n + 1)ψij − (ψhk + ψkh ) Fih Fjk



(18)



The antisymmetric part of the Ricci tensor, from (18) and (16) obtained as ¯ [ij] = R[ij] + (n + 2)ψ[ji] R (19) (n + 2) ∂i ψj ∂ψi 



= − 2 ∂xi ∂xj (20) = nP[i,j] ,
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Abstract. In this paper there are discussed the holomorphically projective mappings of hyperbolically K¨ ahler spaces which preserved the Einstein tensor. We proved that the tensor of h-concircular curvature is invariant under Einstein tensor-preserving holomorphically projective mappings. Key words and phrases. holomorphically projective mapping, hyperbolically K¨ ahler space, Einstein tensor. Mathematics Subject Classification. Primary 53B30, 53B35.



1



Introduction



From the very beginning, the theory of geodesic and holomorphically projective mappings of classical and hyperbolically K¨ahler spaces attracted attention by a wide scale of possibilities for applications, not only in geometry itself, but also as a useful tool of modeling various processes in mechanics and physics [1]–[24]. If we distinguish some class of mappings between spaces from a ﬁxed class, a natural questions arises, what objects and properties of spaces are preserved, invariant, under all mappings under consideration. As far as invariant objects under holomorphically projective mappings are concerned, let us mention generalized Thomas’ parameters and the tensor of holomorphically projective curvature. To mention some invariant properties, note that the class of spaces of constant curvature and the class of Einstein spaces are closed under holomorphically projective mappings. In this paper, we examine nontrivial holomorphically projective mappings of hyperbolically K¨ahler spaces preserving the Einstein tensor. We prove that the tensor of h-concircular



Aplimat - Journal of Applied Mathematics curvature is an invariant of holomorphically projective mappings. Further, we examine some geometric properties of such spaces. These results are analogous, as in theory of holomorphically projective mappings of K¨ahler spaces, see [4]. 2



Basic concepts



ahler space if it is endowed, A (pseudo-) Riemannian space Kn is called a hyperbolically K¨ besides a metric tensor g, with an aﬃnor structure F (= Id) satisfying the following relations [17, 19, 20, 21] g(X, F X) = 0 , ∇F = 0 . F 2 = Id , Here X are all tangent vectors of T Kn and ∇ is a connection of Kn . The structure F is a product structure. ¯ n is It is known, that the diﬀeomorphism f between hyperbolic K¨ahler spaces Kn and K called a holomorphically projective mapping, if f maps any analytical planar curve of Kn onto ¯ = M, ¯ n . Due to the diﬀeomorphism f , we can suppose that M a analytical planar curve of K where M is “common” manifolds on which the metrics g and g¯ and the complex structure F ¯ n are deﬁned. on Kn and K ¯ n preserves the structures and is A holomorphically projective mapping f from Kn onto K characterized by the following condition ¯ ¯ )F X ¯ − ∇)(X, Y ) = ψ(X)Y + ψ(Y )X + ψ(X)F (∇ Y + ψ(Y (1) ¯ and ∇ are aﬃne connections of Kn and K ¯ n , ψ is a linear for any vector ﬁelds X, Y , where ∇ ¯ form and ψ(X) = ψ(F X). ¯ n is holomorphically projective if the equations hold The mapping from Kn onto K ∇Z g¯(X, Y ) = 2ψ(Z)¯ g (X, Y ) + ψ(X)¯ g (Y, Z) + ψ(Y )¯ g (X, Z) ¯ ¯ )F¯ (X, Z), +ψ(X) F¯ (Y, Z) + ψ(Y



(2)



where ∇ is Levi-Civita connection of Kn , ψ is a linear form and X, Y, Z are tangent vectors, F¯ (X, Z) = −¯ g (X, F Z). If ψ = 0, then a holomorphically projective mapping is called trivial or aﬃne. The equations (2) we rewrite in local coordinates: g¯ij,k = 2ψk g¯ij + ψi g¯jk + ψj g¯ik + ψ¯i F¯jk + ψ¯j F¯ik ,



(3)



¯ F¯ and “ , ” is a covariant where g¯ij (x), ψk (x), ψ¯k (x) and F¯ij are components of g¯, ψ, ψ, 1 2 n derivative on Kn , x = (x , x , . . . , x ) is a point of coordinate neighbourhood U ⊂ M . Equa¯ n ∈ C 1 , i.e. gij (x) and g¯ij (x) ∈ C 1 in any coordinate tions (2) and (3) hold when Kn and K neighbourhood U . The following conditions are necessary for a holomorphically projective mapping:



86



h h ¯ ijk R = Rijk + ψij δkh − ψik δjh − ψiα Fjα Fkh + ψiα Fkα Fjh − 2 ψjα Fkα Fih ,



(4)



¯ ij = Rij + (n − 1)ψij . R



(5)
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ψij = ψi,j − ψi ψj + ψ¯i ψ¯j . On the other hand, necessary and suﬃcient condition for existence of holomorphically projective mappings of the given hyperbolically K¨ahler space onto hyperbolically K¨ahler spaces is existence of a solution for the system of equations [8, 14, 17, 19, 20] ¯ i Fjk − λ ¯ j Fik , aij,k = λi gjk + λj gik − λ



(6)



nλi,j = μgij + aαi Rjα − aαβ Rα· ij ·β ,



(7)



μ,k = 2λα Rkα



(8)



with respect to a regular symmetric tensor aij , a co-vector λi and a function μ. Here Rji = Rαj g αi ; Rk· ij h· = Rαijβ g αk g βh ; Fij = Fiα gαj ; and g ij are elements of the matrix inverse to gij . According to the known solutions of the above system of diﬀerential equations the metrics of the resulting image spaces under holomorphically projective mappings can be determined from the equations [14, 20]: (9) aij = e2ψ g¯αβ gαi gβj ; λi = −e2ψ ψα g¯αβ gβi .



(10)



The important invariants under holomorphically projective mappings of hyperbolically K¨ahler spaces are the generalized Thomas’ parameters T¯ijh = Tijh ;



Tijh = Γhij −



1 (δ h Γα + δjh Γαiα + Fih Fjβ Γαβα + Fjh Fiβ Γαβα ) n + 2 i jα



(11)



and the tensor of holomorphically projective curvature h h P¯ijk = Pijk ;



3



h h Pijk = Rijk −



1 (δkh Rji − δjh Rki − Fkh Fjα Rαi − Fjh Fkα Rαi − 2Fih Fjα Rαk ). (12) n+2



Basic equations for Einstein tensor-preserving holomorphically projective mappings



We call a holomorphically projective mapping Einstein tensor-preserving if it satisﬁes: E¯ij = Eij ,



(13)



where



R gij n is the Einstein tensor and R = Rαβ g αβ is the scalar curvature. If this is the case, the deformation tensor for the Ricci tensor takes the form: Eij = Rij −



¯ ¯ ij − Rij = R g¯ij − R gij . Tij = R n n
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(14)



(15)
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(16)



Comparing we get:



¯ R R g¯ij − gij . n(n − 1) n(n − 1) Substituting the last expression into (4) and using the notation ψij =



h h = Rijk − Yijk



(17)



R (δkh gij − δjh gik − Fkh Fiα gαj + Fjh Fiα gαk − 2 Fih Fjα gαk ) n(n − 1)



(and similarly with bar) we ﬁnd



h h Y¯ijk = Yijk .



(18)



(19)



h Here Yijk are components of the tensor of h-concircular curvature on hyperbolically K¨ahler space, where Y is an analog of the tensor of concircular curvature [14, 18, 19, 20, 25]. Hence we have proved:



Theorem 3.1 The tensor of h-concircular curvature is invariant under Einstein tensor-preserving holomorphically projective mappings of hyperbolically K¨ ahler space. Let us apply covariant diﬀerentiation to the formula (10): λi,j = −e2ψ ψα,j g¯αβ gβi + e2ψ ψα ψβ g¯αβ gji + e2ψ ψj ψα g¯αβ gβi . By (9) and (17), we get λi,j = μgij +



R aij , n(n − 1)



(20)



(21)



 ¯ R μ=e . (22) ψα ψβ g¯ − n(n − 1) Obviously using (9), (10), from (20) and (21) we get (17), and consequently also (13), hence we have proved: 



where



2ψ



αβ



Theorem 3.2 A hyperbolically K¨ ahler space admits an Einstein tensor-preserving holomorphically projective mapping on hyperbolically K¨ ahler spaces if and only if the conditions (6), (21) and (22) are satisﬁed. We say that a hyperbolically K¨ahler space Kn belongs to the class Kn [B] if it admits a holomorphically projective mapping and the corresponding vector satisﬁes [13, 15, 19] λi,j = μgij + Baij



(23)



for some function B. Further analysis, make sure that B is the constant. So we have actually proved that a hyperbolically K¨ahler space Kn admitting Einstein tensor-preserving holomorphically projective mappings belongs to the class Kn [B] where B = R = const. − n(n−1) Acknowledgement The paper was supported by grant P201/11/0356 of The Czech Science Foundation.
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1



Introduction



Many monographs and papers are devoted to the theory of conformal, geodesic and holomorphically projective mappings, see [1] - [28]. Compositions of conformal and geodesic mappings were studied in the papers by Zudina, Stepanov [29] and Hinterleitner, Mikeˇs [7], [8]. We suppose, that metrics of the considered Riemannian spaces Vn have a general signature, i.e. we talk about Riemannian or (pseudo-) Riemannian spaces. 2



Main Properties of K¨ ahlerian and Conformally K¨ ahlerian Spaces



It is known [17, 21, 22, 27, 28] that an n-dimensional (pseudo-) Riemannian space Hn with a metric tensor g will be called an almost Hermitian space if there an almost hermitian structure is deﬁned, i.e. there is an aﬃnor ﬁeld F such that F 2 = −Id,



g(X, F X) = 0



(1)



Aplimat - Journal of Applied Mathematics for all tangent vector X. ahlerian, if the structure F is covariantly An almost hermitian space Kn will be called K¨ constant, i.e. ∇F = 0. Where ∇ is the Levi-Civita connection on Kn . Any Riemannian space which may be conformally mapped onto K¨ahler space, will be called a conformally K¨ ahlerian space. Clearly, any conformally K¨ahlerian space Kn may be considered as an almost Hermitian space and it may be characterised by an almost Hermitian structure (1). This structure has the following properties, see [25]: ∇Y (F (X)) = ϕ(X) · Y − g(X, Y ) · Φ + ϕ(F X) · F (Y ) − g(F X, Y ) · F Φ, where ϕ(X) = g(X, Φ) = ∇X F, F is a function on Kn and X, Y are tangent vector ﬁelds. 3



Main Properties of the Holomorphically Projective Mappings



¯ n is It is known [17, 22, 27, 28] that a diﬀeomorphism f between K¨ahlerian spaces Kn and K called a holomorphically projective mapping, if f maps any analytic planar curve in Kn onto an ¯ n. analytic planar in K Using properties of a diﬀeomorphism f , we can suppose that M is a “common” manifold ¯ n are deﬁned. on which metrics g and g¯ of Kn and K ¯ A mapping of Kn onto Kn is holomorphically projective if and only if the following equations holds ¯ − ∇)X X = 2ψ(X) · X − 2ψ(F X) · F X, (∇ (2) ¯ are the Levi-Civita connections on Kn and K ¯ n, for all tangent vector ﬁeld X. Here ∇ and ∇ ψ is a linear form. If ψ = 0 then the holomorphically projective mapping is called trivial or aﬃne. The equations (2) we re-write in local coordinates: ¯ hij = Γhij + ψi δjh + ψj δih − ψ¯i Fjh − ψ¯j Fih , Γ



(3)



¯ h (x) are the Christoﬀel symbols on Kn and K ¯ n , g¯ij (x) and ψk (x) are comwhere Γhij (x) and Γ ij h 1 2 ponents of g¯ and ψ, δi is the Kronecker symbol. x = (x , x , . . . , xn ) is a point of a coordi¯ n ∈ C 1 , i.e. nate neighbourhood U ⊂ M . Equations (2) and (3) hold when Kn ∈ C 1 and K gij (x) ∈ C 1 , g¯ij (x) ∈ C 1 in any coordinate neighbourhood U . It is known that    g¯  1 ψi = ∇Ψ, Ψ = ln   . 2(n + 2) g It follows that ψi (x) ∈ C 0 . The tensor of the holomorphically projective curvature of K¨ahlerian space has the form: h h Pijk = Rijk −
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1 (δkh Rij − δjh Rik Fkh Riα Fjα − Fjh Riα Fkα − 2Fih Rjα Fkα ), n+2



(4)
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Aplimat - Journal of Applied Mathematics h α where Rijk are components of the Riemannian tensor and Rij = Rijα are components of the Ricci tensor. The tensor of the holomorphically projective curvature is an invariant under holomorphically ¯ n , i.e. P = P¯ . projective mappings Kn → K It is known, that a K¨ahler manifold Kn is a space of the constant curvature if and only if the tensor of the holomorphically projective curvature is vanishing (P = 0).



4



Main Properties of the Conformal Mappings



A diﬀeomorphism f between Riemannian spaces Vn and V¯n is called a conformal mapping, if f preserves angles among all curves on Vn . The mapping of Vn = (M, g) onto V¯n = (M, g¯) is conformal if and only if, in each coordinate system x, metrics are proportional, i.e. the following condition holds [6, 22, 24, 27]: g¯ = ρ · g,



(5)



where ρ is a nonzero function, which depends on a point in M . ¿From the equation (5) it follows, that ¯ − ∇)X X = 2 σ(X) · X − g(X, X) · Σ, (∇ where σ(X) = coordinates:



1 2



(6)



∇X ln |ρ|, σ(X) = g(X, Σ) and X is an arbitrary tangent vector. In local ¯ hij = Γhij + σi δjh + σj δih − σ h gij , Γ



(7)



where gij (x), σi (x) and σ h (x) are components of g, σ and Σ on a coordinate neighborhood U . When we have a conformal mapping Vn → V¯n the Weyl tensor of the conformal curvature is an invariant (i.e. C¯ = C) and it has the form: h h = Rijk + δjh Lik − δkh Lij + Lhj gik + Lhk gij Cijk



(8)



1 R (Rij − gij ), Lhi = g hα Lαi , R = Rαβ g αβ is the scalar curvature and n−2 2 (n − 1) g ij are components of the inverse matrix of gij . It is known, that for n = 2 and n = 3 the Weyl tensor of the conformal curvature C always vanishes identically. For n > 3 a Riemannian space is (locally) conformally ﬂat if and only if, the Weyl tensor of the conformal curvature is vanishing (C = 0). where Lij =



5



On Conformally Holomorphically Projective Mappings



In papers by I. Hinterleitner [7, 8] there were studied mappings, which are the composition of conformal and holomorphically projective mappings – conformally projective mappings and further H. Chud´a, J. Mikeˇs conformally geodesic mappings [3]. In our case we study more general situation, when the conformally holomorphically projective mapping ¯ n = (M, g¯, F¯ ) f : Kn = (M, g, F ) → K
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1



1



Kn = (M, g) → Kn = (M, g ) 1



2



1



− conformal mapping



2



f2 : Kn = (M, g ) → Kn = (M, g ) − holomorphically projective mapping f3 :



2



2 ¯ n = (M, g¯) Kn = (M, g ) → K



− conformal mapping.



¯ n are conforWe suppose, that a holomorphically projective mapping f ∈ C r , if Kn and K 1



2



mally K¨ahlerian manifolds and Kn and Kn are K¨ahlerian manifolds. Evidently, for a conformal mappings f1 and f2 the following conditions hold 1



1



g =σ ·g 1



2



2



g¯ = σ · g ,



and



(9)



2



where σ and σ are the functions on M belonging to the class C r . Remark 5.1 Conformally holomorphicall projective mappings do not generate equivalent classes of K¨ ahlerian manifolds. Evidently, id: Kn → Kn is a trivial conformally holomorphical projective mapping. Conformally holomorphical projective mappings are also symmetric relations, i.e. if f = f1 ◦ f2 ◦ f3 : ¯ n is a conformally holomorphical projective mapping, then f −1 = f3−1 ◦ f2−1 ◦ f1−1 : Kn → K ¯ n → Kn is also a conformally holomorphical projective mapping. K Finally, unfortunately the composition of conformally holomorphically projective mappings might not be conformally holomorphical projective, i.e. this relation is not transitive. ¯ n = (M, g¯) is a conformally Theorem 5.2 A diﬀeomorphism f (∈ C 1 ): Kn = (M, g) → K holomorphically projective mapping if and only if the following condition holds ¯ − ∇)X X = 2ψ(X) · X − 2ψ(F X) · F X + g(X, X) · Σ + g¯(X, X) · Ω, (∇



(10)



where ψ is a linear form, Σ and Ω are vector ﬁelds and there exist functions ∗1 , ∗2 and ∗3 on M for which ∇X ∗1 = g(X, Σ), ∇X ∗2 = g¯(X, Ω), ∇X ∗3 = ψ(X). Proof. The necessary relation (10) follows from equations (2) and (6). The suﬃcient condition follows from additional analysis of these relations. Further we prove with suitable ordering, that a conformally holomorphically projective mapping f is expressed as the composition f1 ◦ f2 ◦ f3 , where f1 a f3 are conformal mappings and f2 is a holomorphically projective one, see the scheme 1



2



f1 f2 f3 ¯ n. Kn −→ Kn −→ Kn −→ K



We construct metrics 1



g = exp(−2 ∗1 ) · g,
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2



and g = exp(2 ∗2 ) · g¯.
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1



2



2



After computing the diﬀerence between connections of spaces Kn = (M, g ) and Kn = (M, g ), we see that 2



1



(∇ − ∇ )X X = (2ψ(X) − ∇X ∗1 − ∇X ∗2 ) · X − 2ψ(F X) · F X. 1



(11)



2
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1



Introduction



The trace decomposition of tensors on an n-dimensional Riemannian manifold Mn was described by Weyl [19]. This decomposition problem may be naturally generalized for a number of certain other cases (see for example [1, 3, 4, 7, 8, 11, 12, 18, 20]). The theory of decompositions of tensors has been used in the studying geodesic and other mappings of special Riemannian spaces (see [10, 13, 14, 15, 16, 17]). In this paper, we bring certain more general results for decompositions of tensor (and also tensor ﬁelds) than they are contained in [5, 19]. Crasmareanu [2] has studied decompositions of tensor ﬁelds for the case covariant derivative of such tensors satisﬁes certain conditions. These results are generalized for multiple derivative ∇ · · · ∇. We show that multiple  ∇ m×



derivative ∇ · · · ∇ of given tensor is transferred to components of studied decompositions.  ∇ m×



2



General decomposition of tensors



It is well known that on every manifold Mn a positive deﬁnite metric g determining the structure of Riemannian manifold on Mn may by introduced. For practical reasons (e.g. in theoretical



Aplimat - Journal of Applied Mathematics physics) the pseudo-Riemannian manifolds with indeﬁnite pseudometric g are considered, too. Through the following we will in both cases use terms Riemannian manifold and metric, only. Let a manifold Mn with a metric g be given. We introduce the following denotation: For every ordered system of indices i1 , i2 , . . . , iq , 1 ≤ iρ ≤ n, and every couple (iρ , iσ ), ρ < σ, of them we will by (ρ,σ)



M



ρ



σ



i1 ,···iρ−1  iρ+1 ···iσ−1  iσ+1 ··· iq



denote the tensor of the type (0, q − 2), where the ρ-th and σ-th indices are omitted. Then we have the following theorem: Theorem 2.1 Let a tensor Ti1 ···iq of the type (0, q) and s (≤ 12 q(q − 1)) couples of indices (ik1 , il1 ), (ik2 , il2 ), . . . , (iks , ils ),



with kσ < lσ ,



(1)



be given. Then there exists the following decomposition of the tensor Ti1 ···iq : Ti1 ··· iq



= T˜i1 ··· iq +



s  σ=1



where the tensor T˜ fulﬁlling



(kσ ,lσ )



gikσ ilσ · M



T˜i1 ···



ikσ ··· ilσ ··· iq



kσ



lσ



i1 ,···ikσ −1  ikσ +1 ···ilσ −1  ilσ +1 ··· iq



· g ikσ ilσ = 0, (kσ ,lσ )



for every indices (1), is determined uniquely and M



,



(2)



(3)



are certain tensors of the type (0, q − 2).



Proof.Let Mn be a Riemannian manifold with metric g. Now, let us consider an a priori choosen point x0 at Mn . Values of metric g as well as of all given tensors will be considered in this choosen point. Considering such coordination system that the matrix of g fulﬁls gij = g0 · D, where g0 ∈ R, and D = diag(±1, ±1, . . . , ±1),



(4)



we obtain that the inverse matrix g −1 has the form: g ij = g0−1 · D.



(5)



The existence of the coordinated system above is guaranteed only for a concrete point x0 . A metric (4) exists globally in Euclidean and pseudo-Euclidean spaces. Therefore the relation (3) may be written by n 



T˜i1 ···



ikσ ··· ilσ ··· iq



· gikσ ilσ = 0.



(6)



kσ ,kσ =1
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2



n 



def



T ◦T =



2



1



T i1 ···iq · T i1 ··· iq .



(7)



i1 ,...,iq =1 ∗



Now, let us construct a linear subspace T ⊆⊆ Tp0 which is generated by all tensors in the form s  σ=1



(kσ ,lσ )



gikσ ilσ · M



kσ



lσ



i1 ,···ikσ −1  ikσ +1 ···ilσ −1  ilσ +1 ··· iq



.



(8)



Considering a linear subspace in Tp0 which contains all tensors fulﬁlling (3) we clearly for any ∗ tensors T˜ of this subspace get T˜◦ T = 0. Therefore this subspace is contained in the orthogonal ∗



complement of the subspace T , which implies the unicity of the decomposition (2) of the tensor Ti1 ···ip .



3



Special decompositions of tensors



Comparing the decomposition in the following theorem with decompositions in Theorem 2.1 (and Theorem 3.3) as well as the fundamental theorem proved by Weyl (see [19]) we may remark that in the following one there is uniquely determined not only tensor T˜ but also all (∗)



tensors M . Theorem 3.1 Let a tensor Ti1 i2 ··· iq of the type (0, q) and following couples of indices (i1 , i2 ), (i1 , i3 ), . . . , (i1 , iq )



(9)



be given. Then for n > q − 1 there exists exactly one decomposition of the tensor Ti1 ···iq in the form Ti1 ··· iq



= T˜i1 ··· iq +



n 



(1,σ)



gi1 iσ · M 1



σ



 i2 ,···is−1  is+1 ··· iq



σ=2



,



(10)



where the tensor T˜i1 ···iq fulﬁlling T˜i1 ···iσ ···iq · g i1 iσ = 0,



(11)



(i1 iσ )



for any couples of indices (9), and all tensors M of the type (0, q −2) are determined uniquely. (i1 iσ )



Proof.With respect to the Theorem 2.1 we only need to prove the unicity of the tensors M . Contracting (10) with g i1 is for s = 2, . . . , n and using (11) for the tensor T˜ we obtain the following system of linear equations
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(1,σ)



Ti1 ...iq g i1 is = 0 + n · M 1



σ



 i2 ,···is−1  is+1 ··· iq



+ (12)



q 



M1



σ=2,σ=s



σ



s



 i2 ···iσ−1  iσ+1 ···is−1  is+1 ··· iq



.



It follows from the ﬁxed point theorem that this system of equations with variables (i1 i2 )



(i1 in )



M , . . . , M has for n > q − 1 exactly one solution.



Let us recall the raising indices of tensor. If a tensor T of the type (0, p + q) is given then we may construct a tensor of the type (p, q) by the following: i ···i



def



Tj11···jqp = g i1 α1 g i2 α2 · · · g ip αp Tα1 ···



αp j1 ··· jq .



(13)



Raising indices we get from Theorem 3.1 known unique decomposition of the tensor Tii21···ip : 12



1p



13



Tii21···ip = T˜ii12 ···ip + δii21 M i3 ···ip +δii31 M i2 i4 ···ip + · · · + δiip1 M i2 ···ip−1 , where the tensor T˜ is traceless, i.e.



T˜α···α··· = 0



(14)



(15)



1∗



and tensor T˜ as well as tensors M of the type (0, p − 1) are uniquely determined. As we have mentioned above decomposition (14) is presented by Weyl in [19], but the unicity 1∗



of tensors M is not contained there. Using (13) we get from Theorem 2.1, immediately j ···j



Theorem 3.2 Let a tensor Ti11···ipq of the type (p, q) and s (≤ p q) couples of indices (ik1 , jl1 ), (ik2 , jl2 ) , . . . , (iks , jls ) with 1 ≤ kσ ≤ p, 1 ≤ lσ ≤ q,



(16)



be given. Then there exists the following decomposition of the tensor Ti1 ···ip : i ···i i ···i Tj11···jqp = T˜j11···jqp +



s  σ=1



kσ



i



i ,···ikσ −1  ikσ +1 ··· ip (kσ ) 1



δjklσσ · M



lσ (lσ )j ,···j 1 lσ −1  jlσ +1 ··· jq



,



(17)



where the tensor T˜ fulﬁlling i ··· i ··· i j T˜j11··· jlkσσ··· jqp · δiklσσ = 0,



(18)



(kσ )



for every indices (16), is determined uniquely and M are certain tensors of the type (p−1, q−1). (lσ )



100



volume 5 (2012), number 3



Aplimat - Journal of Applied Mathematics The condition (18) means that the tensor T˜ is traceless over any pair of indices (16). This may be expressed by i ··· i −1 α ikσ +1 ··· ip T˜j11··· jlkσσ−1 (19) α jlσ +1 ··· jq = 0. Let us remark that Theorem 3.2 holds on every manifold since the metric tensor (which was used in the proof of Theorem 2.1) may be constructed in any case. Immediately, we obtain from this the following Theorem which is presented in [11, 5]. j ···j



Theorem 3.3 Let Ti11···ipp be a tensor of the type (p, q). If n + 1 ≥ p + q then there exists unique j ···j decomposition of the Ti11···ipp in the following form. min{p,q}



Ti1 ···ip = T˜i1 ···ip +



  t=1



where



L



i



i



i







δjρσ11 δjρσ22 · · · δjρσtt M ··· ··· ,



(20)







ρ1 , ρ2 , . . . , ρt = 1, 2, . . . , p (ρ1 < ρ2 < · · · < ρt ) σ1 , σ2 , . . . , σt = 1, 2, . . . , q (σi are mutually diﬀerent) ,   ρ1 ρ 2 · · · ρ t  = σ1 σ2 · · · σt



⊕=



(21)



∗



and tensors T˜i1 ···ip a M are tracelles.



4



Multiple derivative and decomposition



Let us consider m-tuple covariant derivative ∇ · · · ∇ .  ∇ m×



Clearly, we may write 1



1



2



2



1) ∇ · · · ∇ (T ± T ) =∇ · · · ∇ T ± ∇ ∇ · · · ∇ T ;  ∇  ∇ m×



m×



m×



2) ∇δ = 0;



(22)



3) ∇g = 0, 1



2



where T , T are arbitrary tensors of the same type and δ is a Kronecker tensor. Respecting these properties and using Theorem 2.1 we may prove following lemmas. Lemma 4.1 Let T be a tensor of the type (0, p) with the decomposition (2), for choosen couples of indices (1). ∗ · · · ∇ T = 0. · · · ∇ M = 0, where ∗ = (kσ , lσ ), then ∇ If ∇ · · · ∇ T˜ = 0 and ∇  ∇  ∇  ∇ m×
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m×



Let a C ∞ (M )-module of m-diﬀerential forms Ωm (M ) be given on the manifold Mn . Considering a m-diferential form ω ∈ Ωm (M ) (see [2]) with ∇Xm · · · ∇X1 T = ω(X1 , . . . , Xm ) · T,



(23)



and choosing indices according to the Theorem 3.1 we may prove the following theorem. Theorem 4.3 Let a tensor T of the type (0, p) and the decomposition of the T in the form (10) for couples of indices (9) be given. Then ∇ · · · ∇ T = ωT,  ∇



(24)



m×



if and only if ∇ · · · ∇ T˜ = ω T˜  ∇ m×



1σ



1σ



and ∇ · · · ∇M = ω M  ∇



(25)



m×



m



where ω is a m-diﬀerential form in Ω (M ). Proof.Let a decomposition of the tensor T in the form (10) for couples of indices (9) be given. For purposes of this proof, let us for an arbitrary tensor T denote ∇ · · · ∇T by LT , only.  ∇ m×



Firstly, let us suppose that 1σ



1σ



LT˜ = ω T˜ and LM = ω M .



(26)



Substituting (26) into (10) we get LT = ωT , immediately. Now, let us suppose LT = ωT . Applying L on the expression of T in the form (10) we have 12



1p



13



LTi1 ···ip = LT˜i1 ···ip + gi1 i2 LM i3 ···ip +gi1 i3 LM i2 i4 ···ip + · · · + gi1 ip LM i2 ···ip−1 i.e.



12



1p



13



ωT = LT˜i1 ···ip + gi1 i2 LM i3 ···ip +gi1 i3 LM i2 i4 ···ip + · · · + gi1 ip LM i2 ···ip−1



(27)



(28)



Applying a form ω on the expression of T in the form (10) we obtain 12



1p



13



ωT = LT˜i1 ···ip + gi1 i2 ω M i3 ···ip +gi1 i3 ω M i2 i4 ···ip + · · · + gi1 ip ω M i2 ···ip−1 .



(29)



Comparing 28 and 29 we have 12



12



13



13



(LT˜ − ω T˜) + (gi1 i2 LM i3 ···ip −gi1 i2 ω M i3 ···ip ) + (gi1 i3 LM i2 i4 ···ip −gi1 i3 ω M i2 i4 ···ip )+ 1p



1p



(30)



+ · · · + (gi1 ip LM i2 ···ip−1 −gi1 ip ω M i2 ···ip−1 ) = 0
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p 



1σ



n · (LM −ω M ) +



1τ



1τ



(LM −ω M ) = 0



(31)



τ =2,τ =σ 1σ



1σ



For n > p − 1 this system has the following unique solution LM −ω M = 0 pro σ = 2, . . . , n, which implies that LT˜ − ωT = 0. Further, it follows from Theorem 4.3 Theorem 4.4 Let a tensor T of the type (0, p) and the decomposition of the T in the form (10) for couples of indices (9) be given. Then ∇ · · · ∇ T = 0  ∇



(32)



m×



if and only if



1σ



∇ · · · ∇ T˜ = 0 and ∇ · · · ∇ M = 0.  ∇  ∇ m×



(33)



m×
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THE CURVATURES OF SPECIAL FUNCTIONS IN ECONOMY APPLICATION OF CARTAN’S MOVING FRAME METHOD ˇ ´ SOV ˇ ´ Lada, (CZ) KANKA Miloˇ s, (CZ), ELIA A



Abstract. The aim of this article is to give geometrical analysis of a special type of Cobb-Douglas surface, especially the formula of Gauss curvature γ(x, y) = (x, y, Axα y β ), where A = 1, x > 0, y > 0, α = 1, 2, β = 1. For this purpose we use the Cartan’s moving frame method. Key words and phrases. Orthogonal frame, orthonormal frame, Cartan’s forms, Gaussian curvature, Mean curvature, Maurer-Cartan equations.



1



Introduction



Let U ⊂ R2 and x : U → R3 is a map. We say that this map is regular if the Jacobian matrix J(x)(u, v) has rank 2 for all (u, v) ⊂ U . Let us suppose that for every point p ∈ M ⊂ R3 exist an open set U ⊂ R2 , an open set V ⊂ R3 , p ∈ V , and a regular diﬀerentiable homeomorphism x : U → V ∩ M . A subset M ⊂ R3 is called a two-dimensional regular surface in R3 . Let x(U ) ⊂ V ∩ M ⊂ R3 be a neighbourhood of p ∈ M such that the restriction x|U is an diﬀerentiable homeomorphism into x(U ) ⊂ V ∩ M and that it is possible to choose in x(U ) an orthonormal moving frame {E1 , E2 , E3 } in such a way that E1 , E2 are tangent to x(U ) and E3 is a non-vanishing normal to x(U ). We ﬁrst discuss the Cartan structural equations for a two-dimensional surface in R3 . 2



Structural equations



We ﬁrst discuss the Cartan structural equations for a two-dimensional surface in R3 . Diﬀerentiating a patch x(u, v) we obtain dx = xu du + xv dv,



Aplimat - Journal of Applied Mathematics where xu , xv are tangent vector ﬁelds. Let us denote n(u, v) = xu × xv the normal vector ﬁeld. With respect to the orthonormal moving frame {E1 , E2 , E3 } we deﬁne forms θi = Ei dx = Ei xu du + Ei xv dv, i = 1, 2, Since xu and xv are tangent to x(U ) we have dx · E3 = 0 which implies θ3 = 0 so we have θ1 = E1 xu du + E1 xv dv, θ2 = E2 xu du + E2 xv dv.



(1)



Each vector Ei : U ⊂ R3 → R3 is a diﬀerentiable map and the diﬀerential dEi : R3 → R3 is a linear map. So we may write (using Einstein’s notation) dEi = ωij Ej where ωij are linear forms on R3 and since Ei are diﬀerentiable, ωij are 32 = 9 diﬀerentiable forms. So we have dE1 = ω11 E1 + ω12 E2 + ω13 E3 , dE2 = ω21 E1 + ω22 E2 + ω23 E3 , dE3 = ω31 E1 + ω32 E2 + ω33 E3 .



(2)



Diﬀerentiating the equation Ei · Ej = δij we obtain dEi Ej + Ei dEj = ωij + ωji = 0. Forms ωij are antisymmetric



ωii = 0,



ωij = −ωji .



(3)



From (2) and (3) we have dE1 = ω12 E2 + ω13 E3 , dE2 = −ω12 E1 + ω23 E3 , dE3 = −ω13 E1 − ω23 E2 .



(4)



Forms dx and dEi have vanishing exterior derivatives 0 = d2 x = dE1 ∧ θ1 + E1 dθ1 + dE2 ∧ θ2 + E2 dθ2 .



(5)



Substituting (4) for (5) we obtain (ω12 E2 + ω13 E3 ) ∧ θ1 + E1 dθ1 + (ω21 E1 + ω23 E3 ) ∧ θ2 + E2 dθ2 = 0.
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(7)



The linear independence of vectors E1 , E2 , E3 and equation (7) gives the following equations: dθ1 = ω12 ∧ θ2 , dθ2 = ω21 ∧ θ1 , 0 = ω13 ∧ θ1 + ω23 ∧ θ2 .



(8) (9) (10)



Diﬀerentiating (4) gives: 0 = d2 E1 = dω12 E2 − ω12 ∧ dE2 + dω13 E3 − ω13 ∧ dE3 , dω12 E2 − ω12 ∧ (ω21 E1 + ω23 E3 ) + dω13 E3 − ω13 ∧ (ω31 E1 + ω32 E2 ) = 0, (dω12 − ω13 ∧ ω32 )E2 + (dω13 − ω12 ∧ ω23 )E3 = 0.



(11)



From (11) we have dω12 = ω13 ∧ ω32 , dω13 = ω12 ∧ ω23 .



(12)



Analogically: d2 E2 = dω21 E1 − ω21 ∧ dE1 + dω23 E3 − ω23 ∧ dE3 = 0, dω21 E1 − ω21 ∧ (ω12 E2 + ω13 E3 ) + dω23 E3 − ω23 ∧ (ω31 E1 + ω32 E2 ) = 0, (dω23 − ω21 ∧ ω13 )E3 + (dω21 − ω23 ∧ ω31 )E1 = 0.



(13)



From (13) we have dω23 = ω21 ∧ ω13 .



(14)



Equations (8), (9), (10), (12) and (14) are called Maurer-Cartan structural equations. From equation (9) and Cartan’s lemma we have ω13 = α11 θ1 + α12 θ2 , ω23 = α12 θ1 + α22 θ2 .



(15)



From (15) and (12) we have dω12 = ω13 ∧ ω32 = −ω13 ∧ ω23 = −(α11 θ1 + α12 θ2 ) ∧ (α12 θ1 + α22 θ2 ). Equation (16) gives



2 )θ1 ∧ θ2 = −Kθ1 ∧ θ2 , dω12 = −(α11 α22 − α12



(16) (17)



2 is the Gaussian curvature. where K = α11 α22 − α12 Diﬀerentiating the equation E3 · E3 = 1 we have



dE3 · E3 = 0, which means that dE3 is a tangent vector, i.e. dE3 ∈ Tp (M ). The mapping W (αxu + βxv ) = −α



∂E3 ∂E3 −β ∂u ∂v



is a linear mapping W : Tp (M ) → Tp (M ).
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Example 1



Let x(u, v) = (u, v, u · v) be a parametrized utility surface in R3 . Moving frame is xu = (1, 0, v), xv = (0, 1, u), n = (−v, −u, 1). Orthonormal frame is 1 (1, 0, v), 1 + v2 1 √ = √ (−uv, 1 + v 2 , u), 2 2 2 1+v · 1+u +v 1 = √ (−v, −u, 1). 1 + u2 + v 2



E1 = √ E2 E3 From (1) follows



√



θ1 =



√



θ2



= 



Further we have



2 +v 2 1+u √ 1+v 2



−v



dv,



(18)



dv.



(19) 



1



, 0,



dv, 3 (1 + v 2 ) 2 u √ = dE1 · E2 = dv. 2 (1 + v ) 1 + u2 + v 2



dE1 = ω12



√ uv 1+v 2



1 + v 2 du +



3



(1 + v 2 ) 2



Analogically we have ω13 = dE1 · E3 = √ Further we have



√ ∂u E2 =



1 + v2



1 + v2 3



(1 + u2 + v 2 ) 2 1



∂v E2 =



(1 +



3



v2) 2



√



1 dv. 1 + u2 + v 2



· (−v, −u, 1),



· (1 +



u2



+



3



v2) 2



(20)



1 2 3 (E2v , E2v , E2v ),



(21)



where 1 = −u(1 + v 2 )(1 + u2 ) + uv 2 (1 + u2 + v 2 ), E2v 2 = u2 v(1 + v 2 ), E2v   3 E2v = −uv (1 + u2 + v 2 ) + (1 + v 2 ) .



From (20) and (21) follows √



∂u E2 · E3 =
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1 + v2 , 1 + u2 + v 2



∂v E2 · E3 = √



1+



−uv , + u2 + v 2 )



v 2 (1
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and ω23 = dE2 · E3 =



uv 1 + v2 √ du − dv. 1 + u2 + v 2 1 + v 2 (1 + u2 + v 2 )



Summarizing the previous results, we have u dv, (1 + 1 + u2 + v 2 1 √ −ω31 = √ dv, 2 1 + v 1 + u2 + v 2 √ uv 1 + v2 −ω32 = du − √ dv, 2 2 1+u +v 1 + v 2 (1 + u2 + v 2 ) √ uv 1 + v 2 du + √ dv, 1 + v2 √ 1 + u2 + v 2 √ dv. 1 + v2 √



ω12 = −ω21 = ω13 = ω23 = θ1 = θ2 =



v2)



From equations (18) and (19) follows dθ1 = 0,



dθ2 = √



and θ1 ∧ θ 2 =



1+



√



v2



u √ du ∧ dv 1 + u2 + v 2



1 + u2 + v 2 du ∧ dv.



(22)



From (12) we have 1



dω12 = ω13 ∧ ω32 =



(1 +



u2



3



+ v2) 2



du ∧ dv.



Thanks to (22) we have du ∧ dv = √



1 θ1 ∧ θ2 1 + u2 + v 2



and dω12 =



1 (1 +



u2



+ v 2 )2



θ1 ∧ θ2 .



(23)



,



(24)



From (23) and (17) immediately follows that K=−



1 (1 +



u2



+ v 2 )2



which means that every point of studied surface is hyperbolical. The equation (17) gives W (xu ) = −∂u E3



and W (xv ) = −∂v E3 ,



where ∂u E3 = ∂v E3 =
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1



3



(uv, −v 2 − 1, −u),



3



(−1 − u2 , uv, −v).



(1+u2 +v 2 ) 2 1



(1+u2 +v 2 ) 2
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∂v E3 = β21 xu + β22 xv .



(25)



After a short calculation we obtain uv



β11 = β12 β21 β22



3 , (1 + u2 + v 2 ) 2 1 + v2 = − 3 , (1 + u2 + v 2 ) 2 1 + u2 = − 3 , (1 + u2 + v 2 ) 2 uv = 3 . (1 + u2 + v 2 ) 2



From equations (25) follows that the mapping W can be described by the matrix   1 −uv 1 + v 2 W = 3 1 + u2 −uv (1 + u2 + v 2 ) 2 Determinant det W = K =







1 (1 +



u2



+



v 2 )3



det



−uv 1 + v 2 1 + u2 −uv



 =−



1 (1 +



u2



+ v 2 )2



,



as was given in 24 and the formula for mean curvature uv 1 H = trW = − 3 . 2 (1 + u2 + v 2 ) 2



4



Example 2



Let x(u, v) = (u, v, u2 v) be a parameterized utility function. Orthogonal frame is xu = (1, 0, 2uv) = (0, 1, u2 ) xv n = (−2uv, −u2 , 1). Orthonormal frame is 1 (1, 0, 2uv), 1 + 4u2 v 2 1 √ = √ (−2u3 v, 1 + 4u2 v 2 , u2 ), 2 2 2 2 4 1 + 4u v · 1 + 4u v + u 1 = √ (−2uv, −u2 , 1). 2 2 4 1 + 4u v + u



E1 = √ E2 E3
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√



2u3 v 1 + 4u2 v 2 du + √ dv, 1 + 4u2 v 2



√ θ2 =



1 + 4u2 v 2 + u4 √ dv. 1 + 4u2 v 2



(27)



Further we have dE1 = ∂u E1 du + ∂v E1 dv =



1 3



(1 + 4u2 v 2 ) 2



[(−4uv 2 , 0, 2v)du + (−4u2 v, 0, 2u)dv].



After a short calculation we obtain ω12 = dE1 · E2 =



(1 +



√



4u2 v 2 )



1 (2u2 v du + 2u3 dv). 1 + 4u2 v 2 + u4



Analogically ω13 = dE1 · E3 = √



1 + 4u2 v 2



√



1 (2v du + 2u dv). 1 + 4u2 v 2 + u4



From (26) follows dE3 = (∂u E3 )du + (∂v E3 )dv. After a short calculation we obtain ω32 = dE3 · E2 = √



1 [(−4u3 v 2 − 2u)du + 4u4 v dv]. 2 2 2 2 4 1 + 4u v (1 + 4u v + u )



Summarizing the previous results we obtain 1 (2u2 v du + 2u3 dv), 2 2 4 (1 + 1 + 4u v + u 1 √ =√ (2v du + 2u dv), 2 2 1 + 4u v 1 + 4u2 v 2 + u4 1 [(4u3 v 2 + 2u)du − 4u4 v dv]. =√ 2 2 2 2 4 1 + 4u v (1 + 4u v + u )



ω12 = −ω21 = ω13 = −ω31 ω23 = −ω32



√



4u2 v 2 )



From equations (16) and (27) we obtain dω12 = ω13 ∧ ω32 =



4u2 (1 + 4u2 v 2 + u4 )



3 2



du ∧ dv =



4u2 θ1 ∧ θ2 , (1 + 4u2 v 2 + u4 )2



from which follows: Gaussian curvature has the form K=−
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Conclusion



Two economical examples served as an illustration of Maurer-Cartan equations and we reached the following results: 1. The Gaussian and mean curvatures of the ﬁrst surface are K=−



1 (1 +



u2



+



v 2 )2



,



1 uv H = trW = − 3 . 2 (1 + u2 + v 2 ) 2



2. The Gaussian curvature of the second surface is K=−



4u2 . (1 + 4u2 v 2 + u4 )2
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THE UTILITY OF THE VIRTUAL REALITY IN DEEPER UNDERSTANDING OF PEOPLE'S EXPERIENCES OF INFANT FEEDING PETRASOVA Alena, (UK), CZANNER Silvester, (UK) CHALMERS Alan, (UK), WOLKE Dieter, (UK) Abstract. A principal strength of Virtual Reality (VR) technology offered to the field of health is in the creation of simulated environments in which performance can be tested and trained in a systematic manner. The aims of this paper were: (1) to observe the influence of the virtual baby's behaviour on user's feeding performance in a virtual environment, and (2) to compare the effect of positive and negative feeding situation on user’s emotional response. Methods: Two studies were conducted. In the first study, 33 subjects with (n=21) and without (n=12) feeding experience fed the virtual baby with different levels of baby’s initial happiness. The second study was designed to observe the effect of the virtual baby’s behaviour on subjects’ emotions (12 experts and 5 parents. After the feeding task the subjects filled a questionnaire for subjective rating of their experience. Results: The participants displayed increased confidence with their ability to feed the baby and to make it happy. The repeated virtual feeding increased the efficiency of feeding. The results also indicated a positive correlation between changes in the baby’s behaviour and the emotional state of the subject. Conclusion: The virtual feeding application has positive training effect while creating positive subjective experience and feelings of accomplishments. There is a great potential for the application to be therapeutically beneficial, stimulating and effective. Key words. infant feeding difficulties, virtual reality, emotional effect Mathematics Subject Classification: Primary 68N30; Secondary 62-07, 62K10.



1



Introduction



About 20-25% of parents report some feeding difficulties with their infants in the first two years with the most frequent problem being the refusal of solid foods [1,2]. Mealtimes can become stressful, and if children fail to gain weight adequately, it is common for parents to describe them as picky eaters with poor appetites and they fear that their child is not eating



Aplimat – Journal of Applied Mathematics enough [3]. Feeding problems are often symptoms of difficulties in caregiver - infant relationships [4] and strategies used by caregivers during meals to encourage eating might lead to deterioration of child behaviour [5]. Then it is critical to establish an emotionally healthy reciprocal relationship between parent and child to achieve optimal feeding interactions [6]. The existing treatments usually combine specific psycho-educational intervention with parent training. The goal is to change the parent’s perception and interpretation of infant behavior through therapists’ explanations, discussion and questionnaires, as well as examination of the nature of the parent-child interaction at mealtimes [4]. While necessary knowledge can be acquired through books and courses, the training of a relaxed parent - child interaction still can be only achieved through direct interaction with the child. However, the behavioral feeding problems that are a result of a history of maladaptive interaction at mealtime make treatment implementation difficult. Then a key approach is in activation of a specific emotional experience, its guiding and processing; [7] as the emotions are states of motivational arousal and they urge individuals to behave in particular way trying to achieve a specific goal or outcome [8]. VR has been shown to be an effective tool in many areas of psychotherapy because it facilitates focused collaboration between the patient and therapist [7]. VR technology has enough capabilities to influence user cognitive operations and thus offer a new approach to therapy [9]. The warm, sensitive and personal social interaction within the virtual environment is considered as one of the important elements of sense of presence [14]. However there has not been any research done on the use of VR for parents with baby feeding difficulties. Therefore in our Study 1 we studied the utility of the VR feeding environment for determining the extent to which the users may be affected by interaction with the virtual infant. In Study 2, the emotional impact of the VR baby’s food rejection/acceptance on the user was analysed while taking into account individuals’ personal differences. Our research virtual scenario consists of the baby sitting on the highchair in the dining room, a bowl with food and a spoon. Interaction is done with a Nintendo Wii controller, see Figure1.



Figure 1: An example of a participant using the virtual baby feeding application



The user’s task is to assess the situation, respond appropriately to the changing mood of the baby and feed the baby using the provided controller. Five parameters in the application define the baby’s attention, tiredness and happiness, how hungry the baby is and if he/she likes food and its texture or not. Depending on changes to the spoon and the position controlled by the user and the current 114 
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Aplimat – Journal of Applied Mathematics values of parameters, the system decides on the response of the baby and makes changes to the parameter values [10]. For the purpose of the study three parameters were used as follows: tiredness - the value 1 represents fresh and active to 5 as very tired and sleepy, happiness from very happy (5) to unhappy and sad (1), hunger - from very hungry (5) to not hungry at all (1). 2



Study 1



2.1 Methods We aimed to recruit at least 30 participants to have sufficient power in our analyses. We recruited 33 subjects, where 13 were females and 20 males with a mean age of 27.8 (20 to 58 years old). 21 of 33 participants reported that they had already fed a baby, i.e. their own children, a friend's or a sister's baby. 7 participants worked in the University Nursery as child care professionals. Most of the participants had not played games at all or only up to one hour per day on average. 6 participants spent more than an hour a day using computer games. 2.2



Instruments



2.2.1 Questionnaire A questionnaire based on a heuristic evaluation for playability was used [11]. The items relevant to this study were administered and rated on a scale of 1 to 4. The movements and the behaviour of the virtual baby were rated for their naturalness, like-ability and expectation. The extent of agreement was provided for the meaningful feedback from sound and correlation of the experience with a real life. The feeling of personal involvement, the difficulty level of the task and participant’s subjective feelings were described. 2.2.2. Tasks The task was to feed the virtual baby until it is not hungry (hunger=1). One feed was represented by a mini-game with two possible endings; the baby was either not hungry anymore or still hungry and too tired to be fed. Each participant completed five games with alternating levels of baby’s initial level of happiness. 17 participants fed initially happy (happiness=5) in trials 1, 3 and 5, and they fed unhappy baby (happiness=2) in trials 2 and 4. Other 16 participants fed initially unhappy baby in trials 1, 3 and 5, and they fed happy baby in trials 2 and 4. For all participants, the baby was initially hungry (hungriness=5) and not tired (tiredness=1). Before the first trial all users were demonstrated with a proper control of the spoon and they were allowed to try controlling it by themselves. 2.3



Data analysis



To assess the utility of this VR environment we studied three hypotheses: 1. Baby that eats (refuses to eat) has positive (negative) emotional effect on user, 2. Feeding performance depends on the baby’s initial state of happiness, 3. Repeated feeding with the VR application improves the feeding performance. Considering the first hypothesis, we counted number of users who felt happy (unhappy) when baby was eating (refused to eat) and calculated the probability of this count being beyond chance assuming Binomial distribution with the probability of chance being 0.5. For the second hypothesis the feeding performance between the two initial states of baby’s volume 5 (2012), number 3 
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Aplimat – Journal of Applied Mathematics happiness (happy and unhappy) was compared via Mann-Whitney [12] test for 2independent-samples using exact p-values. Considering the training effect, we compared users’ performance between the first and the last feeding via non-parametric Wilcoxon test [12] of two related samples across two levels of the initial happiness. All tests were performed at the 0.05 level of significance. Means and standard deviations (SD) of individual parameters were calculated. 2.4



Results



2.4.1 Emotional effect When the virtual baby ate the food the VR environment had tendency to create feelings of happiness in 20 of 33 participants though there was not enough evidence for significance (pvalue=0.15). However, only 8 of 33 participants (p-value=0.99) felt stressed when the baby refused food. 2.4.2 Feeding performance In the first feeding trial, the initially happy baby was significantly less hungry (pvalue 0 (Fig. 2, left). • The edge vik vi+1 k is inflexion, if αik βik < 0 (Fig. 2, middle). • The edge vik vi+1 k is straight, if αik βik = 0 (Fig. 2, right). • The edge vik vi+1



If there exists an inﬂexion edge in the initial control polygon, it is necessary to replace it by 0 0 0 two convex edges. We insert a new point vi+ 1 between points vi a vi+1 , where 2



0 0 0 vi+ 1 = (1 − ω)vi + ωvi+1



(2)



2



and parameter ω ∈ (0, 1) (in the following we choose ω = 12 ). The tangent vector t0i+ 1 in the 2



0 point vi+ 1 is







2



t0i+ 1 2



=R



 0 vi+1 − vi0 αi0 0 0 |, |β |} min{|α , i i 0 |αi0 | vi+1 − vi0 



(3)



Figure 2: Angles αik a βik . Left: convex edge; Middle: inﬂexion edge; Right: straight edge.
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 cos ξ − sin ξ where R(ξ) = is rotation matrix (see Fig. 2). If all inﬂexion edges are sin ξ cos ξ removed before subdivision process starts, then no other inﬂexion edges can appear during the k+1 subdivision process. In the following paragraphs the rules for inserting a new vertex v2i+1 and



0 0 Figure 3: The point vi+ . 1 and tangent vector t i+ 1 2



2



a new tangent vector tk+1 2i+1 are presented. We denote k • W as an intersection of lines m : x = vik + rtki a n : x = vi+1 + stki+1 , where r, s ∈ R, k − W. • a = vik − W, b = vi+1



Now, we need to ﬁnd the centre S of Apollonius’ circle k. If a = b, the circle degenerates k . Otherwise, the circle passes through points W and P, where to the axis of the edge vik vi+1 a k k k P = vi + a+b (vi+1 − vi ). Thus, we obtain S as S ∈ o ∩ p,



(4)



1 (W + P) + g(W − P)⊥ , 2 k p : x = vik + h(vi+1 − vik ),



(5)



where o:x =



and (x, y)⊥ = (−y, x). Consequently, we solve the system of two linear equations for variables g and h. Finally, the new inserted point depends on value of parameter h. For • h1 k+1 v2i+1 ∈ k ∩ o2 ,
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k+1 Figure 4: Inserting the new vertex v2i+1 and the tangent vector tk+1 2i+1 .



 k where o2 : x = vi+1 + r tki+1 +



k −vk vi+1 i k −vk  vi+1 i







, r ∈ R. Thus, 



k+1 v2i+1



=



k vi+1



+R



βik 2



 k (P − vi+1 ).



(9)



k , respectively, For h = 0 or h = 1, Apollonius’ circle degenerates to the point vik or vi+1 k+1 which would coincide also with the new vertex v2i+1 . Thus, there would be no reﬁnement of control polygon. Further, it cannot happen that h ∈ (0, 1), because the centre of Apollonius’ k . If the Apollonius’ circle degenerates to the axis, a new circle cannot lie inside the edge vik vi+1 k+1 , vk+1 vertex is an intersection of o1 and k. Since there are two intersections v2i+1 2i+1 of the axis of relevant vectors and of Apollonius’ circle, we have to add a condition that the new vertex k+1 k lies inside the triangle vik vi+1 W. New tangent vector is deﬁned as v2i+1



tk+1 2i+1



k vi+1 − vik = k . vi+1 − vik 



(10)



Then we re-mark vertices and vectors from the previous step k, i.e., k+1 v2i = vik , = tki . tk+1 2i



(11)



Inserting new vertices and vectors is shown in Fig. 2. 3



Analysis of subdivision scheme



In this section, we focus on an analysis of the subdivision scheme described in Section 2. We need to show that our subdivision scheme converges to a continuous curve and determine the continuity of limit curve.
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k→∞



k W, it holds that Proof. Because we insert new point inside the triangle vik vi+1



θik = ξi θik−1 ,



(12)  where ξi ∈ 2 , 1 . To be more speciﬁc, for h < 0 (h determines the position of the centre of Apollonius’ circle) 1



k+1 |= |α2i



where



|αik | , 2



k+1 |β2i |=



|αik | , 2



k+1 |α2i+1 | = (1 − δi )|βik |,



k+1 |β2i+1 | = δi |βik |,



δi ∈ (0, 1)



k+1 k+1 k+1 k+1 = (tki , v2i+1 − vik ), β2i = (v2i+1 − vik , tk+1 α2i 2i+1 ), k+1 k+1 k+1 k+1 k+1 k k α2i+1 = (t2i+1 , vi+1 − v2i+1 ), β2i+1 = (vi+1 − v2i+1 , tki+1 ).



k Analogously for h < 0. If the Apollonius’ circle degenerates to axis of edge vik vi+1 , it holds k+1 |α2i | = k+1 |α2i+1 | =



|αki | , 2 |βik | , 2



k+1 |β2i | = k+1 |β2i+1 | =



|αki | , 2 |βik | . 2



If we denote ξi = max{δi , 1 − δi , 12 }, then (12) follows. Let ξ = max{ξi }. Then i



θk ≤ (ξ)k θ0



(13)



is geometric sequence with common ratio q = ξ < 1 and thus lim θk = 0. k→∞







Theorem 3.2 For subdivision scheme described in Section 2, the sequence of polygons converges to a continuous curve. Proof. We denote Γk polygon obtained in the step k of subdivision process. To prove that the scheme converges to a continuous curve, we need to compute an estimation of the distance dk between Γk+1 and Γk . Theorem 3.1 implies that there exists k0 such that θk < π2 , if k > k0 . Now, for k > k0 and for h < 0 with the help of the sine formula we derive the following expression  k+1  k k vi+1 − vi  sin |β 2i+1 | k+1 k   ≤ vi+1 v2i+1 − vik  = − vik , (14) k+1 k+1 sin |α2i | + |β 2i+1 | k+1



k+1 k+1 k+1 k k where α2i = (tki , v2i+1 − vik ) a β 2i+1 = (vi+1 − vik , vi+1 − v2i+1 ) and k+1 |α2i |=



|αik | . 2



(15)



k+1 k k − v2i+1  ≤ vik − vi+1 . Similar procedure can be used for Analogously, we obtain that vi+1 k , then h > 1. If Apollonius’ circle degenerates to the axis of the edge vik vi+1  k |β | k − vik  sin 2i vi+1 k+1 k  k k ≤ vi+1 − vik  = − vik  (16) v2i+1 |αi |+|βi | sin 2
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Aplimat - Journal of Applied Mathematics k+1 k k and analogously vi+1 − v2i+1  ≤ vik − vi+1 . Further, we denote k0 k+1 k L ≡ max{vi+1 − vik0 } ≥ . . . ≥ max{vi+1 − vik } ≥ max{vi+1 − vik+1 }. i



i



i



k+1 k Now, the distance between the new vertex v2i+1 and the edge vik vi+1 for h < 0 is  k  |αi | |αk | Lθk k+1 k k k di = v2i+1 − vi  sin − vik  i ≤ < vi+1 2 2 2



and for h > 1



 dki



=



k vi+1



−



k+1 v2i+1  sin



|βik | 2



 k − vik  < vi+1



|βik | Lθk ≤ . 2 2



(17)



(18)



(19)



k If the Apollonius’ circle degenerates to the axis of the edge vik vi+1 , both equations (18) and k (19) hold. If we denote dk = max{di } and due to (13), we arrive at i



dk ≤



Lθk L ≤ ξ k−k0 θk0 . 2 2



(20)



This implies that the sequence of polygons {Γk } forms a Cauchy sequence and it converges uniformly. Because each polygon is a piecewise linear curve, the limit curve is continuous.  Theorem 3.3 Limit curve obtained by subdivision scheme described in Section 2 is G1 continuous. Proof. Let ϕ : R2 → R2 be a mapping which maps any unit tangent vector tki to the point ϕ(tki ) ∈ S1 such that ϕ(tki ) − 0 is parallel to tki . Let ψk be a polygon determined by {ϕ(tki )}i in the step k of the subdivision process. k+1 k k Now, we map vector tk+1 2i+1 and we obtain the triangle ϕ(t2i+1 )ϕ(ti )ϕ(ti+1 ) (see Fig. 3). It is obvious that k k ϕ(tk+1 2i+1 ) − ϕ(ti ) ≤ αi , ϕ(tk2i+1 ) − ϕ(tki+1 ) ≤ βik ,



(21)



k+1 k because ϕ(tk+1 2i+1 ) − ϕ(ti ) is less than the length of the arc that passes through points ϕ(t2i+1 ) k+1 k k k and ϕ(ti ). The new vector t2i+1 is parallel to vi+1 − vi and thus the length of the arc that k k k k passes through points ϕ(tk+1 2i+1 ) and ϕ(ti ) is equal to αi (analogously for ϕ(t2i+1 ) − ϕ(ti+1 )). k k We denote hki the distance between ϕ(tk+1 2i+1 ) and the edge ϕ(ti )ϕ(ti+1 ) in the triangle k+1 k k ϕ(t2i+1 )ϕ(ti )ϕ(ti+1 ). Now, we can estimate the diﬀerence ψk+1 − ψk , because it holds that k k k ψk+1 − ψk  ≤ max{hki } ≤ max{ϕ(tk+1 2i+1 ) − ϕ(ti ), ϕ(t2i+1 ) − ϕ(ti+1 )} ≤ i



≤



max{αik , βik } i



i



= θk ≤ (ξ)k θ0 ,



where the last inequality is proved in Theorem 3.1. The ﬁnal estimation ψk+1 − ψk  implies that {ψk } is a Cauchy sequence, which converges uniformly. As ψk is a continuous curve, the limit curve is also continuous. Due to the construction of ψk the limit curve of the subdivision  process is G1 continuous.
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k k Figure 5: The triangle ϕ(tk+1 2i+1 )ϕ(ti )ϕ(ti+1 ).



Figure 6: Left: Equidistantly distributed data; Right: Randomly distributed data. Original points and vectors (red), initial polygon (dashed). 4



Properties and examples



In this section, we prove that the proposed subdivision scheme fulﬁlls one of the main desirable properties of subdivision schemes – it preserves circles, i.e., if initial vertices and associated tangent vectors are sampled from a circle k, then the limit curve obtained by our subdivision scheme is the circle k. At the end, we show several examples of an application of our subdivision scheme. Theorem 4.1 Subdivision scheme described in Section 2 preserves circles. k and tki , tki+1 in the step k are data from a circle k0 . Proof. Let us assume that data vik , vi+1 k+1 It is enough to show that the new vertex v2i+1 lies on the circle k0 and the tangent vector tk+1 2i+1



Figure 7: Left: The ﬁrst step of subdivision; Middle: The second step of subdivision; Right: Limit curve. Initial open polygon (dashed), initial data (red).
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Aplimat - Journal of Applied Mathematics k+1 k is the tangent vector of the circle k0 in v2i+1 , for k ∈ N ∪ 0. Thus, the triangle vik vi+1 W is k k isosceles triangle with the base-line vi vi+1 . Further, a = b and Apollonius’ circle degenerates k and, moreover, axis of the angle at the vertex W. The to the axis of the line segment vik vi+1 k+1 new vertex v2i+1 is an intersection point of the axis o1 and k, i.e., the new vertex is the incenter k+1 k W. Using the Central angle theorem it follows that v2i+1 lies on k0 and of triangle vik vi+1 k+1 k+1 that the tangent vector t2i+1 is the tangent vector of k0 in v2i+1 . Fig. 6 shows an application of the scheme on data which are sampled from a circle. .



Finally, we show examples of using the subdivision scheme to open (see Fig. 7) and closed (see Fig. 8) polygon. Fig. 9 shows a comparison of the subdivision scheme described in Section 2 with incenter subdivison scheme (see [3]).



Figure 8: Left: the ﬁrst step of subdivision, middle: the second step of subdivision, right: limit curve. Initial closed polygon (dashed), initial data (red).



Figure 9: Comparison of incenter subdivision scheme (blue) with the subdivision scheme described in Section 2 (black).



5



Conclusion



We presented a new Hermite subdivision scheme which fulﬁls one of the most desirable property – it preserves circle. The new point associated to an edge is inserted as an intersection of
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PARALLELOGRAM SPACES AND MEDIAL QUASIGROUPS ˇ ´ Alena, (CZ), JUKL Marek (CZ) VANZUROV A



Abstract. The concept of an aﬃne space and aﬃne transformation are well known. Our aim is to show that a more general class of the so-called parallelogram spaces can be viewed as a generalization of aﬃne spaces. Natural examples arise from medial quasigroups. The apparatus of parallelograms also enables us to prove a version of Toyoda’s Theorem that relates a given medial quasigroup to a particular commutative group. Key words and phrases. Parallelogram space, aﬃne space, parallelogram, vector, medial quasigroup. Mathematics Subject Classification. Primary 20N05, 05B15; Secondary 12E20.



1



Parallelogram spaces



So-called parallelogram spaces can be introduced in several ways which are more or less equivalent. We present here some of these possibilities and show advantages of the particular view-points. 1.1



The concept of parallelogram space



Let us start with a view-point that reminds the Weyl approach to analytic geometry. Definition 1.1 A parallelogram space is a pair of non-empty sets P, V endowed with a mapping ∗ : P × V → P, (p, v) → p ∗ v such that (i) for any P, Q ∈ P there exists exactly one v ∈ V such that P ∗ v = Q (transitivity of the star action); (ii) (P ∗ v) ∗ w = (P ∗ w) ∗ v for all P ∈ P and v, w ∈ V (parallelogram behavior of the star action).



Aplimat - Journal of Applied Mathematics Denote the parallelogram space as a triplet (P, V, ∗) and use geometrical terminology in what follows: elements of P are called points, elements of V are vectors, though we do not suppose any −→ linear operations introduced in V. Let us introduce a mapping  : P × P → V, (P, Q) → P Q −→ if and only if P ∗ P Q = Q. The mapping is well-deﬁned by (i), satisﬁes −→ (iii) for any P, Q ∈ P, P ∗ P Q = Q, and can be called a translation on P determined by (P, Q). Hence we may consider a parallelogram space as a quadruple (P, V, ∗,  ) consisting of nonempty sets P, V and mappings ∗ : P × V → P,  : P × P → V satisfying (ii) and (iii). Equivalently, we may view a parallelogram space also as a triplet (P, V,  ) where P, V = ∅,  : P × P → V and the following holds −→ (i’) for any P ∈ P, v ∈ V there is just one Q ∈ P such that P Q = v. −→ −→ −→ −→ (ii’) for any P, Q, R, S ∈ P, P Q = RS ⇐⇒ P R = QS . To check equivalence of this new deﬁnition to the previous one, let us introduce a mapping −→ ∗ : P × V → P, (P, v) → Q = P ∗ v if and only if v = P Q. According to (i’), the mapping −→ −→ is well-deﬁned, satisﬁes (iii), and (ii’) turns out into (ii) if we put P Q = v, P R = w. On the other hand, (ii) becomes (ii’) if we take P ∗ v = Q, P ∗ w = R. 1.2



Structural properties



In what follows, we show that the star operation of the parallelogram space induces a binary operation on V, written additively here, which turns V into a commutative group. Theorem 1.2 For a parallelogram space (P, V, ∗), there is exactly one map + : V × V → V such that for any P ∈ P and v, w ∈ V, P ∗ (v + w) = (P ∗ v) ∗ w.



(1)



On the other hand, the operation of a parallelogram space (P, V, ∗) and of a groupoid (V, +) are related by (1) if and only if there is an identity element 0 in V such that (V, +; 0) is a commutative group. Proof. Let P, Q ∈ P and v, w ∈ V. Further let v¯, w¯ ∈ V be such that (P ∗ v) ∗ w = P ∗ v¯, P ∗ w¯ = Q. Using (ii) we get (Q ∗ v) ∗ w = ((P ∗ w) ¯ ∗ v) ∗ w = ((P ∗ v) ∗ w) ∗ w¯ = (P ∗ v¯) ∗ w¯ = ¯ ∗ v¯ = Q ∗ v¯ which shows that for given v and w, the vector v¯ satisfying (P ∗ v) ∗ w = P ∗ v¯ (P ∗ w) is independent of the choice of the point P . Hence a binary operation + on V, (v, w) → v¯ is by (1) well-deﬁned. If we apply (i’) and (ii’), the equality (1) reads −→ −→ −→ P Q + QS = P S .



(2)



Let (P, V, ∗) be a parallelogram space and + the addition from (1). To deduce commutativity of + we use (1), (i) and (ii), and for associativity of + we apply (1) repeatedly. Now let P ∈ P. Denote by 0 the vector uniquely determined by the equality P ∗ 0 = P according to (i). Let us check that, independently of the choice of P , the vector 0 plays the role
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Aplimat - Journal of Applied Mathematics of the identity element for the operation +. Indeed, by (1), we have P ∗v = (P ∗0)∗v = P ∗(0+v) for all v ∈ V. From (i) it follows v = 0 + v, so that 0 the identity element for +. By (i), any v ∈ V uniquely determines v¯ ∈ V that satisﬁes (P ∗ v) ∗ v¯ = P . But by (1), P ∗ (v + v¯) = P = P ∗ 0, hence v + v¯ = 0, again by (i). Thus v¯ is the inverse (opposite vector) of v with respect to +, and (V, +; 0) is a commutative group. On the other hand, if we start now from a commutative group (V, +; 0), the triple (V, V, +) satisﬁes the conditions of a parallelogram space. Indeed, (i) holds since the equations of the form v + x = w for v, w ∈ V are uniquely solvable in x ∈ V. From associativity and commutativity of + we can prove (ii), and (1) is guaranteed by associativity. According to the second part of the above proof, the following holds: −→ Corollary 1.3 For all P ∈ P, the relations P ∗ 0 = P and P P = 0 are satisﬁed. 1.3



Morphisms



A homomorphism of a parallelogram space (P, V, ∗) to a parallelogram space (P  , V  , ∗ ) is a pair of mappings α : P → P  , β : V → V  such that (iv) α(P ) ∗ β(v) = α(P ∗ v) for all P ∈ P, v ∈ V. When α and β are bijections we get an isomorphism. A parallelogram space (P, V, ∗) with a distinguished point O ∈ P is here called pointed, and O is said to be its origin, or reference point. Let us show that parallelogram spaces of the form (V, V, +) described in the Theorem 1.2 are, up to isomorphism, typical parallelogram spaces. Theorem 1.4 If a pointed parallelogram space (P, V, ∗) with a reference point O ∈ P is given, −→ then the pair of mappings P → V, P → OP ; idV : V → V, v → v is an isomorphism of (P, V, ∗) onto (V, V, +) where + is determined by (1). We describe the relationship between homomorphisms of parallelogram spaces and homomorphisms of commutative groups. Theorem 1.5 Let (α, β) be a homomorphism of a parallelogram space (P, V, ∗) to a parallelogram space (P  , V  , ∗ ), and let + and + be the corresponding binary operations introduced by (1) in V and V  , respectively. Then β is a group homomorphism of the group (V, +) to the group (V  , + ) such that −→ α(P ) = α(O) ∗ β(OP ) for all O, P ∈ P.



(3)



Moreover, the choice of a homomorphism β of (V, +) to (V  , + ), together with a choice of points −→ O ∈ P and O ∈ P  , determine a mapping α : P → P  , P → O ∗ β(OP ) such that O = α(O), and (α, β) is a homomorphism of (P, V, ∗) to (P  , V  , ∗ ).
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Aplimat - Journal of Applied Mathematics Proof. The mapping β from (iv) is uniquely determined by α. Indeed, if Q ∈ P is given then there is unique v  ∈ V  such that α(Q) ∗ v  = α(Q ∗ v); it is suﬃcient to use (i) for (P  , V  , ∗ ). Using (iv) and (1) we get α(Q) ∗ β(v + w) = (α(Q) ∗ β(v)) ∗ β(w) = α(Q) ∗ (β(v) + β(w)). Finally by (i), β(v + w) = β(v) + β(w) for all v, w ∈ V. Hence β is a group homomorphism −→ of (V, +) to (V  , + ). Now let us verify the condition (3). O ∗ OQ = Q holds by (iii), and if we −→ −→ use (iv) for P = O and v = OQ we get α(O) ∗ β(OQ) = α(Q) for all Q ∈ P. On the other hand, if a group homomorphism β of the group (V, +) to (V  , + ) is given and −→ −→ −→ P, Q ∈ P let us use (1), (2) and (3) to obtain α(P ) ∗ β(P Q) = (α(O) ∗ β(OP )) ∗ β(P Q) = −→ −→ −→ −→ −→ (α(O) ∗ (β(OP ) + β(P Q)) = α(Q) = α(P ∗ P Q). Hence (iv) holds for v = P Q. Since OO −→ is the identity element for + and consequently β(OO) is the identity element for the binary operation + , we get α(O) = O by Corollary 1.3. Note that the proof of Theorem 1.5 requires only the conditions (i’), (ii’), and the existence of the right-identity element with respect to +. As a consequence of the second part of the proof of Theorem 1.2, (V, +) is then a group. Indeed, consider a quadruple (P, V, ∗, +) such that (i’) and (1) are satisﬁed and there is a right-identity element 0 for +. Then (V, +; 0) is a group which acts sharply transitively on the set P. The condition (ii’) guarantees commutativity of +, which however was not needed in Theorem 1.5. Hence for any group (V, +), Theorem 1.5 gives a description of homomorphisms (α, β) of (V, V, +) to (V, V, +) by means of an action of the group on itself. The formula (iv), α(P ) ∗ β(v) = α(P ∗ v), P ∈ P, v ∈ V, reads α(v) + β(w) = α(v + w) for all v, w ∈ V. Here β becomes an endomorphism of (V, +), and there exists a vector v0 ∈ V such that α(v) = v0 + β(v) for all v ∈ V. Particularly, α is a left translation if and only if α = idV , and α is an inner automorphism of (V, +) just in the same case. Now let us consider a parallelogram space (V, V, +) derived from a commutative group (V, +). Note that by Theorem 1.2, the group under consideration must be commutative when the operations ∗ and + in (1) coincide. Theorem 1.6 (V, V, ∗) is a parallelogram space if and only if there is a commutative group (V, + ) and a permutation f : V → V such that v ∗ w = v + f (w) for all v, w ∈ V. Proof. A triple (V, V, ∗), V = ∅, ∗ : V × V → V gives a parallelogram space if and only if the following conditions hold: (i ) to any u, v ∈ V there is just one w ∈ V such that v ∗ w = u, (ii ) (w ∗ u) ∗ v = (w ∗ v) ∗ u for all u, v, w ∈ V. Given a, b ∈ V let e, c ∈ V be elements, determined by (i ), such that a ∗ e = a, a ∗ c = b. Using (ii ) we evaluate b ∗ e = (a ∗ c) ∗ e = (a ∗ e) ∗ c = a ∗ c = b. Hence e is the right-neutral element for “∗”. By Theorem 1.2, ﬁrst part, there exists a binary operation + : V × V → V satisfying v ∗ (a + b) = (v ∗ a) ∗ b for all a, b, v ∈ V.



(4)



By Theorem 1.2, second part, (V, +) is a commutative group with neutral element e. ¿From (i ) it follows that f : V → V, v → e ∗ v is a permutation of V. Setting v = e in (4) we get f (a + b) = f (a) ∗ b. Introducing a binary operation + by f (a) + f (b) = f (a + b) for a, b ∈ V we
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Aplimat - Journal of Applied Mathematics obtain an isomorphism of (V, +) onto (V, + ). Hence (V, + ) is a commutative group, too, and f (a) ∗ b = f (a) + f (b), a, b ∈ V. So we have obtained an isotopy of (V, ∗) onto a commutative group. Conversely, given a commutative group and a permutation f : V → V, the isotopy mentioned above guarantees (i ) and (ii ). It can be seen from the following: (c∗a)∗b = (c+ f (a))+ f (b) = (c + f (b)) + f (a) = (c ∗ b) ∗ a where a ∗ c = b is valid if and only if a + f (c) = b. 1.4



Geometric approach



Finally let us mention another approach to parallelogram spaces, which seems to be more “geometric” on the ﬁrst sight, due to the geometric terminology used (but can in fact be explained in a purely algebraic way, by means of Mal’cev operation, [9]): Definition 1.7 A parallelogram space is a pair (P, P) such that P is a nonempty set, P is a quaternary relation on P, and the following axioms hold: 1◦ For any a, b, c ∈ P there is just one d ∈ P such that P(a, b, c, d) is satisﬁed. 2◦ If (e, f, g, h) is any cyclic permutation of (a, b, c, d) or (d, c, b, a), respectively, a, b, c, d ∈ Q, then P(a, b, c, d) implies P(e, f, g, h). 3◦ For any a, b, c, d, e, f ∈ Q, if P(a, b, c, d) and P(c, d, e, f ) then P(a, b, f, e). Elements of P are called points of a parallelogram space. Each quadruple (a, b, c, d) ∈ P will be called a parallelogram, and (a, b, c, d) ∈ P will be also written as P(a, b, c, d). If a parallelogram space (P, P) in this sense is given let us deﬁne a binary relation on P × P by (a, b) (d, c) ⇔ P(a, b, c, d). (5) We can check easily that is an equivalence relation. Elements (classes) of the factor set P ×P/ −−−→



are referred to as vectors. Denote by (a, b) the vector containing a pair (a, b) ∈ P × P. −−−→ If we take V = P × P/ ,  : P × P → V, (a, b) → (a, b) then (P, V,  ) is a parallelogram space in the sense of the previous (second) deﬁnition. Indeed, the condition (i’) follows from the deﬁnition of  and from 1◦ , the condition (ii’) is a consequence of 2◦ , 3◦ and of the deﬁnition of  . Conversely, given a parallelogram space (P, V,  ) according to the second deﬁnition, introduce a parallelogram (in a new sense) as a quadruple (a, b, c, d), a, b, c, d ∈ P such that −−−→ −−−→ (a, b) = (d, c). Conditions (i’) and (ii’) allow to verify all the conditions 1◦ , 2◦ , 3◦ so that P together with the set of all “new” parallelograms form a parallelogram space in the last sense. Remark that in the above approach, 1◦ may be substituted by 4◦ For any a, b, c ∈ P, there is just one d ∈ P such that P(a, b, d, c) holds. This can be veriﬁed if we pass from P(a, b, c, d) to P(b, a, d, c) using suitable cyclic permutations and 2◦ : P(a, b, c, d) ⇔ P(c, d, a, b) ⇔ P(b, a, d, c).
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Parallelogram space of a medial quasigroup



Let Q = (Q, ·) be a medial quasigroup, i.e. a groupoid such that the equations xa = b and ay = b are uniquely solvable in Q for any a, b ∈ Q and the identity called mediality is satisﬁed: (xy)(uv) = (xu)(yv).



(6)



The solutions of the equations are denoted by x = b/a, y = a\b, and additional accompanying operations / , \ arise on the support Q. Any quasigroup is left and right cancellative. We show how a medial quasigroup determines a parallelogram space in the “geometric” sense of Deﬁnition 1.7. 2.1



Parallelograms in medial quasigroups



Let Q = (Q, ·) be a medial quasigroup. For a, b ∈ Q, let us introduce a left transfer La,b as the composition (from the right to the left) L−1 b La , [6]. That is, La,b (c) = d ⇐⇒ ac = bd for all a, b, c, d ∈ Q.



(7)



We say that an ordered quadruple (a, b, c, d) ∈ Q × Q × Q × Q is a parallelogram in Q if La,b = Ld,c . Denote by PQ the set of all parallelograms in Q; we write (a, b, c, d) ∈ PQ as above. I can be checked that (Q, PQ ) is a parallelogram space. We can check that (a, b) (d, c) ⇐⇒ PQ (a, b, c, d), determines an equivalence relation 



→ − on Q. The equivalence classes of the relation are vectors in (Q, PQ ). Denote by ab the vector containing (a, b) ∈ Q × Q. 2.2



Properties of vector addition



Let us introduce a vector addition with respect to a ﬁxed element o ∈ Q, which can be called → − → → oc ⇐⇒ PQ (o, a, c, b). It appears that the choice of the origin is the origin, by − oa +o ob := − not essential since for two diﬀerent choices, we obtain isomorphic commutative groups. The following can be checked: → − − → → ab + bc = − ac for all a, b, c ∈ Q. (8) PQ (a, a, b, c) ⇐⇒ b = c for a, b, c ∈ Q,



(9)



For any a, b, c, d, e, f ∈ Q, PQ (a, b, d, e), PQ (b, c, e, f ) =⇒ PQ (c, d, f, a). For any a1 , b1 , c1 , d1 , a2 , b2 , c2 , d2 ∈ Q, PQ (a1 , b1 , c1 , d1 ), PQ (a2 , b2 , c2 , d2 ) =⇒ PQ (a1 a2 , b1 b2 , c1 c2 , d1 d2 ). For any a, b, c, d, q ∈ Q, PQ (a, b, c, d) ⇐⇒ PQ (qa, qb, qc, qd) ⇐⇒ PQ (aq, bq, cq, dq),



(10) (11) (12)



Moreover, for any a, b, c, d ∈ Q, if PQ (a, b, c, d) then PQ (ab, bc, ca, db), PQ (ac, bd, ca, db), PQ (ad, ba, cb, dc), PQ (ad, bc, cb, da),
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(14)



PQ (q, (q/q)a, ba, bq) and PQ (q, a(q\q), ab, qb) hold for all a, b, q ∈ Q.



(15)



We take now vectors as position vectors of elements from Q with respect to the origin o ∈ Q, and pass from position vectors to their “end points”. That is, for any a, b ∈ Q, deﬁne a +o b as an element of Q determined uniquely by PQ (o, a, a +o b, b). We obtain a commutative group (Q, +o ; o), [6]. Lemma 2.1 Let Q = (Q, ·) be a medial quasigroup and o, a, b, c, d ∈ Q. Then PQ (a, b, c, d) ⇐⇒ a +o c = b +o d. Proof. If PQ (o, a, a +o c, c) and PQ (a, b, c, d) then PQ (b, a +o c, d, o), by (10). Consequently PQ (b, o, d, a +o c). Similarly, from PQ (o, b, b +o d, d) we obtain PQ (b, o, d, b +o d), that is, a +o c = b +o d. Vice versa, the equality a +o c = b +o d means that PQ (a, o, c, a +o c), and at the same time PQ (o, b, b +o d, d) holds. Hence PQ (b, c, d, a) by (10), or equivalently, PQ (a, b, c, d). Lemma 2.2 Let (Q, o) be a pointed medial quasigroup where Q = (Q, ·). Then the mappings Lo/o and Ro\o are commuting automorphisms of the group (Q, +o ; o), i.e. Lo/o ◦Ro\o = Ro\o ◦Lo/o . Proof. Let q ∈ Q. Put lo = o/o and ro = o\o. Step by step, we obtain (lo · (qro )) · (o · o) = (lo o)((qro ) · o) = o((qro ) · o) = (oro ) · ((qro ) · o) = (o · (qro )) · (ro · o) = ((lo o)(qro )) · (ro o) = ((lo q)(oro )) · (ro o) = ((lo q) · ro ) · (o · o). By right cancellation, lo · (qro ) = (lo q) · ro , which means Llo ◦ Rro = Rro ◦ Llo . To prove that the mappings are automorphisms let us use (12) and lo o = o: PQ (o, a, a +o b, b) is equivalent with PQ (o, lo a, lo (a +o b), lo b), which reads also lo (a +o b) = lo a +o lo b. Hence Llo (a +o b) = Llo (a) +o Llo (b) for all a, b ∈ Q. Similarly, Rro (a +o b) = Rro (a) +o Rro (b) holds for all a, b ∈ Q. By means of parallelograms, we can formulate and prove a version of the so-called Toyoda’s theorem as follows: Theorem 2.3 (“Toyoda’s theorem”) Let Q = (Q, ·) be a medial quasigroup, and o ∈ Q. Then, for all a, b ∈ Q, the equality a · b = a(o\o) +o (o/o)b +o (o · o) holds where the binary operation +o on Q is introduced above (before Lemma 2.1). Proof. According to (15), we have PQ (o, aro , ab, ob) and PQ (o, lo b, ob, o · o) where, again, ro = o\o, lo = o/o. Hence by the deﬁnition of addition +o on Q, a · b = a · ro +o o · b and o · b = lo b +o o · o holds, and consequently a · b = a · ro +o lo · b +o o · o. That is, a · b = Ro\o (a) +o Lo/o (b) +o o · o holds. Acknowledgement ˇ no. The authors are supported by the grant from Grant Agency of Czech Republic GACR P201/11/0356 with the title: ”Riemannian, pseudo-Riemannian and aﬃne diﬀerential geometry”. Moreover, the ﬁrst author is suported by the project of speciﬁc university research of the Brno University of Technology, No. FAST-S-11-47.
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METRIZABLE CONNECTIONS AND RESTRICTIVELY VARIATIONAL CONNECTIONS IN AFFINE MANIFOLDS ˇ ´ Alena, (CZ), PIRKLOVA ´ Petra, (CZ) VANZUROV A



Abstract. We discuss the relationship between metrizable and restrictively variational connections and give some partial answers in the case of two-dimensional manifolds. Key words and phrases. Manifold; connection; metric; Riemannian geometry; calculus of variations; inverse problem; Helmholtz conditions. Mathematics Subject Classification. Primary 53C05; Secondary 53C60, 53B05, 53B20.



1 1.1



Variational connections Intoduction



In some branches of physics it has been discovered, [8], that the solution of many problems is considerably simpliﬁed if the basic equations can be expressed in the form of variational principle. We consider second order diﬀerential equations, in short SODE’s. For geometric description of equations under consideration, we use ﬁbred manifolds. Let M be an n-dimenisonal diﬀerentiable manifold. Then Tsr (M ) denotes tensor ﬁelds of type (r, s) on M , p : T M → M is the tangent bundle of M , and p2 : T 2 M → M the bundle of two-velocities. Note that the vector bundle R×T M → R is canonically identiﬁed with the ﬁrst jet prolongation J 1 π = π1 : J 1 (R×M ) → R of the ﬁbred manifold π : R × M → R, and R × T 2 M → R is canonically identiﬁed with the second jet prolongation π2 : J 2 (R × M ) → R of π. If (xi ) are local coordinates on M and t denote a (global) coordinate on R we use ﬁbre coordinates (xi , ui ) on T M (adapted to the projection pM ), (xi , ui , z i ) on T 2 M (adapted to the projection p2M ), 1 ≤ i ≤ n, where we denoted ui = x˙ i , z i = x¨i . Similarly, we use ﬁbre coordinates (t, xi , ui ) on R × T M → R, and (t, xi , ui , z i ) on R × T 2 M → R.



Aplimat - Journal of Applied Mathematics A smooth, or at least C 2 -diﬀerentiable, function L : R×T M → R is called here a (ﬁrst order) Lagrangian function or Lagrangian in short. In local ﬁbre coordinates, L = L(t, x, u). Often, under a ﬁrst order Lagrangian in R × T M we mean a π1 -horizontal 1-form λ on R × T M . In adapted coordinates on R×T M , its expression reads λ = L dt where L(t, xi , ui ) is a Lagrangian function. Given a Lagrangian L, under the Euler-Lagrange operators, or expressions of L we understand the functions Ei (L) : R × T 2 M ≈ J 2 (R × M ) → R, Ei (L) =



∂L d ∂L − , ∂xi dt ∂ui



i = 1, . . . , n.



(1)



∂ In what follows, dtd := ∂t + xj ∂∂x˙ j + x˙ j ∂∂x¨j is the “total derivation operator”. The Euler, or Euler-Lagrange equations corresponding to (1) read Ei (L) = 0, that is,



∂L d ∂L − = 0. i ∂x dt ∂ui



(2)



The expressions Ei (L) are local components of the Euler-Lagrange form Eλ = Ei dxi ∧ dt of the ﬁrst-order Lagrangian λ = L dt. 1.2



Variational Problem



Let M be an n-dimensional manifold and let γ : I → M be a regular curve on an open interval I ⊂ R deﬁned (in local coordinates) by x(t) = (x1 (t), . . . , xn (t)), t ∈ I. Let dγ = x(t) ˙ = dx(t)/dt = (x˙ 1 (t), . . . , x˙ n (t)) dt be the corresponding tangent vector ﬁeld along γ, we suppose x(t) ˙ = 0 for t ∈ I. In what follows, let all indices varry from 1 to n. Let A = γ(a), B = γ(b) be two points on γ corresponding to parameters a and b ∈ I, respectively. Given a (diﬀerentiable) functions ω i : M → R such that ω i (A) = ω i (B) = 0; in local coordinates, ω i (x1 , . . . , xn ); and a real parameter ε ∈ R, the formulas x¯i (t) = xi (t) + ε · ω i (x1 (t), . . . , xn (t)) deﬁne a new curve γ¯ : x¯(t) = (¯ x1 (t), . . . , x¯n (t)) which is, for small ε, “close” to the original one and passes through the given points A and B as well. Let us consider the integral  b L(t, x1 (t), x2 (t), . . . , xn (t), x˙ 1 (t), x˙ 2 (t), . . . , x˙ n (t)) dt (3) I(γ) = a



where L is an analytic function of the given arguments (Lagrangian function). The variational problem associated with L is to ﬁnd those curves x(t) which minimize the fundamental integral (3) subject to the prescribed boundary conditions A = γ(a), B = γ(b), [15]. If I¯ = I(¯ γ ) is a similar integral for γ¯ then expanding L as a Taylor series in powers of ε we get   b ∂L i ∂L ∂ω i j ¯ ω + i j x˙ dt + · · · I =I +ε· ∂xi ∂ x˙ ∂x a
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Aplimat - Journal of Applied Mathematics where “dots” stand for the members of order ε2 and higher. Coeﬃcients at ε, ε2 etc. in the above expansion are denoted by δI, δ 2 I etc., and are called the ﬁrst, second etc. variation of the integral I. Particularly, the ﬁrst variation   b ∂L i ∂L ∂ω i j ω + i j x˙ dt δI = ∂xi ∂ x˙ ∂x a is often written in the following form (we integrate in parts in the second summand and use properties of the functions ω i (x))    b ∂L d ∂L ω i dt. − (4) δI = i i ∂x dt ∂ x ˙ a The integral (3) is called stationary if its ﬁrst variation vanishes, δI = 0, for an arbitrary choice of functions ω i (the so-called Hamilton’s variational principle, δ L(t, xi (t), x˙ i (t))dt = 0). The curve for which it holds is called the extremal of the integral under consideration. As it follows from (4), the integral (3) is stacionary if and only if the Euler-Lagrange equations (2) are satisﬁed. Functions xi (t) for which the integral reaches its minimum or maximum must satisfy the Euler-Lagrange equations, and any solution x = x(t) of the equations (2) is an extremal curve of the integral (3). Note that H. Cartan precisely formulated this variational problem for Lagrangian functions L in the class C 2 [2]. In this case, the formula for ﬁrst variation reads δI = dI(¯ γ )/d |=0 and its extremals γ ∈ C 2 are solutions of the Euler-Lagrange equations (2). The problem can be considered in a more general setting [16]. 1.3



SODEs and the Inverse Problem



The most general form of a system of second-order ordinary diﬀerential equations, which may be time-dependent in general, for functions t → xk (t); k = 1, . . . , n with the deﬁnition domain in Rn or in a coordinate neighborhood U ⊂ M of some diﬀerentiable n-manifold M , reads   i = 1, . . . , n, (5) Ei t, xk , x˙ k , x¨k = 0, and is called the “Helmholtz set”, according to H. Helmholtz who did the ﬁrst investigation (although actually, Helmholtz did not consider any explicit time dependence). To solve the system means to ﬁnd local curves γ : I → M on M where I ⊂ R is an open interval, γ(t) = (x1 (t), . . . , xn (t)), such that   dγ d2 γ Ei t, γ(t), , 2 = 0, i = 1, . . . , n. (6) dt dt If second derivatives are put in evidence, the equations read   i = 1, . . . , n aij t, xk , x˙ k · x¨j + bi = 0,



(7)



where the Einstein summation convention is used. According to [8, p. 367], Ei may contain second derivatives only linearly, therefore (6) can be written in the form (7) without loss of generality.
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Aplimat - Journal of Applied Mathematics Given a manifold (M, ∇) endowed with linear connection ∇, the equations of canonically parametrized geodesics in M , (8) x¨i + Γijk (x)x˙ j x˙ k = 0, yield a natural example of such a system, which is in a special form, solved to second derivatives, i.e. in the form x¨i − f i (t, xk , x˙ k ) = 0, i, k = 1, . . . , n. (9) On the other hand, whenever the functions f i in (9) are quadratic forms in ﬁrst derivatives, “components of velocities”, with coeﬃcients depending on coordinates xk , “components of positions” only, (9) represent geodesic paths. It might be useful to know whether the system (6), or (7), can be expressed in the form of a variational principle, or at least, some linear combination of the original equations takes the form of Lagrange equations for some Lagrangian. More precisely [8], the so-called Strong Inverse Problem of the Calculus of Variations means: Is there a function L(t, xk , x˙ k ), suﬃciently diﬀerentiable, such that Ei = 0 are just EulerLagrange equations of a variational principle δ L(t, x, x)dt ˙ = 0, Ei = Ei (L)? Another speaking, we ask if there are function L such that the following equations hold: Ei =



d ∂L ∂L − i. i dt ∂ x˙ ∂x



(10)



If the answer is aﬃrmative we want to ﬁnd all such L. In dimension n = 2, a complete answer for the inverse problem in the real analytic class was given by Jesse Douglas in [3]. The range of applicability of Lagrange’s formalism can be extended, [8]. E.g. we try to substitute linear combinations of the original equations: Helmholtz set (5) is replaced by 



gij (t, x, u)Ei = 0.



(11)



j



The so-called Weak Inverse Problem of the Calculus of Variations, or the multiplier problem, means: Find all pairs ((gij ), L) where L(t, xk , x˙ k ) is a Lagrangian and (gij (t, xk , x˙ k )) is a nondegenerate functional matrix (all objects suﬃciently diﬀerentiable) such that  j



gij Ej =



d ∂L ∂L − i. i dt ∂ x˙ ∂x



(12)



If the answer is aﬃrmative ﬁnd all such L and gij . Recall that gij are usually called (Lagrange) multipliers. Although some necessary and suﬃcient conditions have been formulated, a lot of progress have been made recently, and some partial answers have been given, the problem is diﬃcult and still open in a way. Only particular cases can be answered easily; e.g. equations for geodesics of a pseudo-Riemannian space are always variational in this weak sense.
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Helmholtz conditions



The classical result states that necessary and suﬃcient conditions are as follows. Lemma 1.1 A family of functions Ei : J 2 (R × M ) → R (depending on t, xi , ui , z i in general), i = 1, . . . , n, can be regarded as Euler-Lagrange expressions of some Lagrange function L : J 1 (R × M ) → R if and only if the so-called Helmholtz conditions hold, [8]: with respect to any adapted chart, the following relations hold identically for all i, k = 1, . . . , n ∂Ei ∂Ek − = 0, ∂z k ∂z i   d ∂Ei ∂Ek ∂Ei ∂Ek , + = + ∂uk ∂ui dt ∂z k ∂z i   ∂Ei ∂Ek 1 d ∂Ei ∂Ek . − = − ∂xk ∂xi 2 dt ∂uk ∂ui



(13) (14) (15)



Of course, if the starting equations take some particular shape the conditions are appropriately modiﬁed. Recall that the ﬁrst attempt to investigate this question is due to Helmholtz; in [9], necessary and suﬃcient conditions were stated, but only necessity was proven. The proof of suﬃciency was given a bit later by Mayer [13]. 2



Restrictively variational connnections



The Fundamental Lemma of (pseudo-) Riemannian geometry states that given a (non-degenerate) metric g on M there is a unique connection ∇ on M that is symmetric and “compatible” with the metric in the sense that the metric is covariantly constant with respect to the connection, ∇g = 0 (geometrically speaking, the scalar product deﬁned by the quadratic metric tensor on each tangent space translates paralelly along any curve). Such a connection is called Riemannian, or Levi-Civita. The metrizability problem is the “reverse” question: given a connection ∇ on M , ﬁnd necessary and suﬃcient conditions (formulated in terms of the given connection) for ∇ to be just the Levi-Civita connection of some metric, eventually ﬁnd all such metrics. A system of integrability conditions has been given by Eisenhart and Veblen, many particular answers are known, an equivalent formulation in terms of geodesic mappings can be realized, and a system of diﬀerential equations that controls this question was in fact found, [14]. But even this problem is far from being completely solved. We say that a linear connection on M is restrictively variational [11], [12], [26] if there exists a (smooth, or of the class at least two) function L : R × T M → R, in local ﬁbre coordinates L = L(t, x, u), and a non-singular type (0, 2) tensor ﬁeld g : M → T20 (M ) on M such that with respect to any local ﬁbre chart, the functions −Ei = gik (x)(z k + Γkrs (x)ur us ),



i = 1, . . . , n,



(16)



coincide with Euler-Lagrange expressions Ei (L) of some Lagrangian L; here Γijk are components of ∇. The relationship between restrictive variationality and metrizability for a linear connection on M can be expressed as follows [26]):
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Aplimat - Journal of Applied Mathematics Theorem 2.1 Given a manifold (M, ∇) with linear connection, the following conditions are equivalent: (i) ∇ is restrictively variational; ˜ of ∇ is metrizable; (ii) the symmetric part ∇ (iii) there is a non-singular symmetric type (0, 2) tensor ﬁeld g on M such that   1 i ∂gj ∂gk ∂gjk i ˜ ; (17) + − Γjk = g 2 ∂xk ∂xj ∂x ˜ i are components of the (symmetric) connection ∇, ˜ and g i are components of the tensor g ∗ Γ jk dual to g (in a natural pairing, i.e. g i (x) is the inverse matrix of gi (x), x ∈ M ). (iv) there is a non-singular symmetric type (0, 2) tensor ﬁeld g on M such that the equations gik (x)(z k + Γkrs (x)ur us ) = 0



(18)



are variational. Proof. The equivalence (i) ⇔ (iv) is a matter of deﬁnition. The equivalence (ii) ⇔ (iii) is ˜ on M is metrizable and g is a suitable metric, then ∇ ˜ is classical: if a symmetric connection ∇ exactly the Riemannian (Levi-Civita) connection of the pseudo-Riemannian manifold (M, g); ˜ = 0 is equivalent to (17) for any symmetric connection. Now let ∇ be a linear connection ∇g ˜i = Γ ˜ i denote components of its symmetric part ∇. ˜ Assume that ∇ ˜ is on M , and let Γ jk kj ˜ Let us introduce a (global) function metrizable, g being a metric tensor compatible with ∇. L, L(u) = 12 gx (u, u), u ∈ Tx M ; in local ﬁbre coordinates, L = 12 grs (x)ur us . To check that L is a Lagrangian function we must evaluate the corresponding expressions Ei (L) and verify that they obey the Helmholtz conditions. We get   1 d ∂L ∂L r s = uj ∂j gis us + z j gis δjs , = ∂i grs u u , (19) ∂xi 2 dt ∂ui Ei (L) = 12 ∂ i grs ur us − gis z s − ∂r gis ur us 



(20) − gis z s + 12 (∂s gir + ∂r gis − ∂i grs ) ur us .   ˜ irs = 2gi Γ ˜ irs ur us = − gis z s + gi Γ ˜ rs ur us where 2Γ ˜ rs = In short, Ei (L) = − gis z s + Γ ∂s gir + ∂r gis − ∂i grs . To check that L is a Lagrangian function, let us verify (13)–(15). In fact, according to symmetry of g, (13) is satisﬁed for the expressions (16): ∂Ei ∂Ek − = −gis δks + gks δis = −gik + gki = 0. (21) ∂z k ∂z i   ˜ = 0 as well as symmetry of g: ∂Eki + ∂Eki − d ∂Eki + ∂Eik = To verify (14) we use the condition ∇g ∂u dt ∂z ∂z ∂u  ∂ ∂ s ∂  ˜ kis + ∂gkis us = 2(∇g) ˜ ˜ iks + Γ = 0. After some calculations, using the for, ; u 2 Γ ∂x ∂xi ∂xj ∂xj mula (20), we get   2 ∂Ei ∂gis s ∂ gis 1 ∂ 2 grs u r us , = z + − (22) ∂xk ∂xk ∂xk ∂xr 2 ∂xk ∂xr and ﬁnally (15) which proves (ii) ⇒ (i). Vice versa, if the connection is restrictively variational, that is, if the Helmholtz conditions are satisﬁed then symmetry of g follows according to (13);
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Aplimat - Journal of Applied Mathematics ˜ = 0; if g is symmetric and covariantly constant with respect to (14) together with (13) give ∇g ˜ ∇g then (15) gives no new condition. Hence (i) ⇒ (ii), which completes the proof. Given a system of SODE’s of a particular form in which second derivatives are expressible as quadratic forms in ﬁrst derivatives, x¨k + Γkrs (x)x˙ r x˙ s = 0,



k = 1, . . . , n,



(23)
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MULTIDIMENSIONAL RIEMANNIAN MANIFOLDS AS MINKOWSKI PRODUCTS VELICHOVÁ Daniela, (SK) Abstract. The aim of this paper is to bring ideas on utilisation of the set operation of Minkowski product of point sets in the n dimensional Euclidean space En for n  3 in modelling Riemannian manifolds. Some examples are introduced on modelling manifolds in E6 and their visualisations by means of orthographic views in the three-dimensional coordinate subspaces of the basic 6 dimensional space. The comparison of different 3D views of manifolds determined as Minkowski sum, difference and product of two curve segments defined by vector representations is provided on particular examples. Key words. Minkowski set operations, modelling Riemannian manifolds, multidimensional visualisation, orthographic projections in more dimensional spaces Mathematics Subject Classification: Primary 51N25, Secondary 53A056.



1



Minkowski product of Riemannian manifolds



Minkowski product of two point sets is a binary geometric operation defined on point sets in the ndimensional Euclidean space En, and it can be determined and interpreted in various ways, as e.g. in [2], [3]. Most commonly appearing definition is based on the concept of the outer vector product well defined in the associated vector space over the En, see in [1], [2]. Let Vn be the associated vector space to the Euclidean space En with the Cartesian orthogonal coordinate system defined by the direction unit vectors of the coordinate axes e1  1, 0,0,...,0, e 2  0, 1,0,...0,..., e n  0, 0,0,...0,1 .



(1.1)



Let the vectors u, v  V n be given by their coordinates, while u  u1e1  u 2 e 2  ...  u n e n , v  v1e1  v 2 e 2  ...  v n e n .



(1.2)



Outer (wedge) product of vectors u and v is vector u  v  V p in the vector space associated to the space Λ2(Ep) of dimension p = n(n - 1)/2, which can be determined as follows
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u  v  u1e1  u 2 e 2  ...  u n e n   v1e1  v 2 e 2  ...v n e n    u1v1 e1  e1   u1v 2 e1  e 2   ...  u1v n e1  e n  



 u 2 v1 e 2  e1   u 2 v 2 e 2  e 2   ...  u 2 v n e 2  e n   ... 



(1.3)



 u n v1 e n  e1   u n v 2 e n  e 2   ...  u n v n e n  e n  



 u1v 2  u 2 v1 e1  e 2   u1v3  u 3 v1 e1  e 3   ...  u1v n  u n v1 e1  e n  



 u 2 v3  u 3 v 2 e 2  e 3   ...  u 2 v n  u n v 2 e 2  e n   ...  (u n 1v n  u n v n 1 )e n 1  e n  whereas {e1 Λ e2, e1 Λ e3,..., e1 Λ en, e2 Λ e3, ..., e2 Λ en, ..., en-1 Λ en} is the basis of the associated vector space Vp. The following basic properties of the outer vector product were used to determine the resulting vector: 1. u  u  0 (1.4)



2. k (u  w )  l (u  w )  (k  l )(u  w ) 3. u  v   v  u



(1.5)



(1.6)



4. Outer product of two unit vectors is again a unit vector,



e i  e j  1 , i, j =1, 2, ..., n, i  j.



(1.7)



Considering the two point sets in the form of Riemannian manifolds A and B determined by vector maps defined on the simply connected elementary regions in Rn, the following definition of a Minkowski product of A and B can be adopted (see also in [4], [5]). Definition 1. Let A and B be two Riemannian manifolds of dimensions k and l respectively, k, l  n, in the n-dimensional Euclidean space En with the related vector space Vn and Cartesian orthogonal coordinate system 0; e1, e2, …, en defined by the origin and direction unit vectors of the coordinate axes. Let the vector maps of the respective point sets A and B be in the form











(1.8)











(1.9)



a  1 xa(u i ), 2 xa(u i ),..., n xa(u i ) 1xa(u i )e1  2 xa(u i )e 2  ... n xa(u i )e n , i  1,2,...k b  1 xb(v j ), 2 xb(v j ),..., n xb(v j ) 1xb(v j )e1  2 xb(v j )e 2  ... n xb(v j )e n , j  1,2,...l



defined on the regions   R k ,   R l . Minkowski product of point sets A and B in the Euclidean space En is the Riemannian manifold AB in the space Ep of dimension p = n(n - 1)/2, which is determined as the outer product of vector maps a and b of sets A and B T



 1 x(u1 , u 2 ,..., u k , v1 , v 2 ,..., v j )   1 xa(u i ) 2 xb(v j )  2 xa(u i )1 xb(v j )  2   1   x(u1 , u 2 ,..., u k , v1 , v 2 ,..., v j )   xa(u i ) 3 xb(v j )  3 xa(u i )1 xb(v j )  ab      ... ...      x(u , u ,..., u , v , v ,..., v )   n 1 xa(u ) n xb(v )  n xa(u ) n 1 xb(v )  1 2 1 2 k j i j i j    



T



(1.10)



for i = 1, 2, .... k, j = 1, 2, ..., l and defined on the region     R k l .
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Minkowski product of two curve segments in E4



Let k and h be two curve segments in E4 defined by their vector representations parameterized on the unit intervals r u    xr u , yr u , zr u , wr u , u  0,1  R



(2.1)



sv    xsv , ysv , zsv , wsv , v  0,1  R .



(2.2)



Minkowski product of curves k and h according to [4] is a surface patch  in the space E6 with the Cartesian coordinate system determined by unit vectors e1, e2, ..., e6 defined on the unit square in R by the vector function defined in the following form  xr u  ysv   yr u xsv      xr u zs v   zr u xsv    xr u ws v   wr u xsv    , u, v   0,1 p  u, v   r u   sv     yr u zs v   zr u  ysv    yr u ws v   wr u  ysv     zr u ws v   wr u zs v     T



2



(2.3)



Using consecutive orthographic projections to subspaces E5, E4 and E3 we can achieve visualisation of the surface view in one from twenty possible three-dimensional coordinate subspaces Oei ej ek, for i, j, k = 1, ...6. Let two segments of conical helices be determined in E4 by their vector representations r u   a1 1  u  cos 2u , a1 1  u sin 2u ,0, b1u , u  0,1 , a1 .b1  R



(2.4)



sv   0, a 2 1  v  cos 2v, a 2 1  v sin 2v, b2 v , v  0,1 , a 2 , b2  R



(2.5)



Minkowski product of these curve segments – one-dimensional Riemannian manifolds in E4 is a surface patch – two-dimensional Riemannian manifold in the 6 dimensional space E6 determined by vector representation   a1 a 2 1  u 1  v  cos 2u cos 2v     a1 a 2 1  u 1  v  cos 2u sin 2v   a b v1  u  cos 2u  , u, v   0,1 p  u, v    1 2   a1 a 2 1  u 1  v sin 2u sin 2v    a1b2 v1  u sin 2u  b1 a 2 u 1  v  cos 2v    b a u 1  v sin 2v   1 2 T



2



(2.6)



Orthographic views of this surface patch onto several 3-dimensional coordinate subspaces of E6 are illustrated in the Fig. 1, while these views can be regarded as special surfaces in E6 created by means of a special modelling tool, Minkowski product of 2 curve segments. volume 5 (2012), number 3 
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Fig. 1. Orthographic views of Minkowski product of 2 conical helices in E6
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Considering two segments of conical and cylindrical helices determined in E4 by their vector representations r u   a1 cos 2u , a1 sin 2u ,0, b1u , u  0,1



(2.7)



sv   0, a 2 1  v  cos 2v, a 2 1  v sin 2v, b2 (1  v) , v  0,1



(2.8)



Minkowski product of these one dimensional Riemannian manifolds is a surface patch in E6 determined by vector representation



  a1 a 2 1  v  cos 2u cos 2v     a1 a 2 (1  v) cos 2u sin 2v   a b (1  v) 1 2   , u, v   0,1 2    p u, v    a1 a 2 (1  v) sin 2u sin 2v    a1b2 (1  v) sin 2u  b1 a 2 u 1  v  cos 2v    b a u 1  v sin 2v   1 2 T



(2.9)



Orthographic views of this surface into several 3-dimensional coordinate subspaces of E6 are illustrated in the Fig. 2. In the last example illustrated in the Fig. 3 we consider simple Euler orbit (that is a spherical curve generated as trajectory of a point revolving simultaneously about 3 intersecting orthogonal axes in the space) and line segment determined in E4 by vector representations











r u   a1 cos 2 2u , sin 2u cos 2u (1  sin 2u ), sin 2u (sin 2u  cos 2 2u ),0 , u  0,1 (2.10) sv   a 2 (1  v), b2 v, c 2 v, d 2 (1  v) , v  0,1



(2.11)



whose Minkowski product is a surface patch in E6 determined on unit square by vector representation   a1b2 v cos 2 2u  a1 a 2 (1  v) sin 2u cos 2u (1  sin 2u )     a1c 2 v cos 2 2u  a1 a 2 (1  v) sin 2u (sin 2u  cos 2 2u )   2 a d ( 1 v ) cos 2 u     p  u, v    1 2  2  a1c 2 v sin 2u cos 2u (1  sin 2u )  a1b2 v sin 2u (sin 2u  cos 2u )    a1 d 2 (1  v) sin 2u cos 2u (1  sin 2u )   2   a1 d 2 1  v sin 2u (sin 2u  cos 2u )



T



(2.12)



Orthographic views of generated surfaces into the space E3 present unusually interesting forms and structures, which might be considered interesting for design and architectural purposes as new forms generated on the idea of an abstract algebra set operation with the additional value of being views of object from more dimensional spaces. volume 5 (2012), number 3 
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Fig. 2. Orthographic views of Minkowski product of conical and cylindrical helices in E6
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Fig. 3. Orthographic views of Minkowski product of Euler curve and line segment in E6
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4



Conclusions



Minkowski set operations are interesting geometric tools suitable for modelling of surfaces in the three dimensional Euclidean space, which are characteristic by unusual forms, complex shapes and which posses many self-intersections and singularities. These modelling tools provide a large scale of possibilities for creative applications in graphical and visual design, in different areas of computer graphics and in architectonical design. Intrinsic geometric properties of surfaces generated by means of these relatively simple generating principles can be exactly calculated by means of well-known methods in differential geometry. Last but not least important and interesting feature of this modelling tool is the possibility to visualise partially manifolds from the higher dimensional spaces by their orthographic views into 3D subspaces, which gives an opportunity to realise and better understand the geometry of manifolds in the higher dimensions.
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FINSLERIAN CONNECTIONS AND THE EQUATIONS OF SPINNING CHARGED PARTICLES IN GENERAL RELATIVITY VOICU Nicoleta, (RO)



Abstract. In several previous articles, we proposed a uniﬁed description of the main equations of gravity and electromagnetism in terms of a 1-parameter family of Finslerian connections on the tangent bundle of the (4-dimensional) space-time manifold. In the present paper, we apply this construction in the description of the worldline equations of spinning charged particles in General Relativity. Key words and phrases. tangent bundle, spray, Ehresmann connection, EinsteinMaxwell equations, Dixon-Souriau equations. Mathematics Subject Classification. MSC 2000: 53Z05, 53B05, 53B40, 53C60, 83C22



1



Introduction α



In [11], [12], we built a 1-parameter family of aﬃne connections D on the space-time tangent bundle with the following properties: 1) worldlines of charged particles subject to gravitational and electromagnetic ﬁelds are autoparallel curves; 2) deviation equations of the above worldlines have the simplest form; α



3) for a conveniently chosen α, the Ricci tensor of D is dynamically equivalent to the Lagrangian which provides the usual Einstein-Maxwell equations; 4) Maxwell equations can be expressed directly in terms of tidal tensors attached to these connections. This description starts from two ideas. One is the use of tidal tensors, [4], in describing Einstein and Maxwell equations and the other is the idea proposed by Miron and collaborators, [7], [9], of encoding information regarding gravity in a Lorentzian metric on the (4-dimensional)



Aplimat - Journal of Applied Mathematics base manifold and the information regarding the electromagnetic ﬁeld, in connections on its tangent bundle. Thus, we included the action Fij F ij for the electromagnetic ﬁeld in the Ricci tensor, without adding any supplementary dimensions to the space-time manifold (as in the case of Kaluza-Klein theory). In the present work, we present in brief these geometric structures and their use, [11], [12], in the description of Einstein and Maxwell equations and afterwards, we express the Dixon-Souriau equations governing the motion of spinning charged particles under the action of gravitational and electromagnetic ﬁelds, in terms of these connections. The spin precession equations achieve a very simple form. 2



Geometric structures



Consider a 4-dimensional Lorentzian manifold (M, g), with signature (+, −, −, −), regarded as space-time manifold, with local coordinates x = (xi )i=0,3 and Levi-Civita connection ∇ (having the coeﬃcients γ i jk and curvature tensor r); on the tangent bundle (T M, π, M ), we denote the local coordinates by (x ◦ π, y) =: (xi , y i )i=0,3 and by ,i and ·i , partial diﬀerentiation with respect to xi and y i respectively. Throughout the paper, we will assume that light speed in vacuum c and the gravitational constant G are both equal to 1. A Finslerian tensor ﬁeld on T M, [2], is a tensor ﬁeld on T M, whose local components transform, with respect to coordinate changes on T M, by the same rule as the components of  ∂xi ∂xl k  X (x, y)). a tensor ﬁeld on M (ex.: X ij  (x , y  ) = ∂xk ∂xj  l For an Ehresmann connection N on T M, [7], we denote the adapted basis by (δi =



∂ ∂ − N ji (x, y) j , i ∂x ∂y



∂ δ˙i = i ), ∂y



(1)



˜ i δ˙i on T M is and its dual, by (dxi , δy i = dy i + N ij dxj ). Any vector ﬁeld X = X i δi + X ˜ i δ˙i , decomposed into a horizontal component hX = X i δi and a vertical component vX = X which are both Finslerian tensor ﬁelds. We will focus in the following upon a 1-parameter family of Lagrangians depending on α :  α L = gij (x)x˙ i x˙ j + αAi x˙ i ; (2) where A = Ai (x)dxi is a 1-form on M and α ∈ R is a parameter. Extremal curves x = x(t) (where t = const ·s is proportional to the arclength) for the action  α Ldt are given by: dy i (3) + γ i jk y j y k − α y F ij y j = 0, y i = x˙ i , dt with  y = gij y i y j ; (4) F ij := g ih (Aj,h − Ah,j ), The functions:



α



α



2Gi (x, y) = γ i jk y j y k + 2B i ,
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α



2B i = −α y F ij y j ,



(5)
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α



α



Gi j := Gi ·j = γ i jk y j y k + B i ·j ; α



α



are the coeﬃcients of an Ehresmann connection1 N ; extremal curves of L, (3), are autoparallel α



curves for the connection N , i.e., α dx dy i + N i j (x, y)y j = 0, y = . dt dt α



We denote: F i = F ij y j , i.e., 2B i := −α y F i . If there is no risk of confusion, we will omit the α



parameter α in the notation of the connections N and of the related quantities, i.e., we will α



α



α



α



α



write simply Gi , B i , Gi j , B i ·j , δi ... instead of Gi , B i Gi j , B i j , δ i etc. α



α



Further, we deﬁne the aﬃne connections D := D (the Berwald connections attached to N ) α



given in the adapted basis to N = N , by: Dδk δj = Gi jk δi ,



Dδk δ˙j = Gi jk δ˙i ,



where:



Dδ˙k δj = 0, Dδ˙k δj = 0, Dδ˙k δ˙j = 0,



Gi jk = γ i jk + B i ·jk .



The functions B i are the components of a Finslerian vector ﬁeld B = B i δi on T M. With yi gij y j = , we have: li := y y α B i j = B i ·j = − (F i lj + y F ij ), 2 α i i B jk := B ·jk = − (l·jk F i + lj F ik + lk F ij ). 2



(6)



From the homogeneity of degree 2 of Gi and B i in y, it follows: Gi j y j = 2Gi ,



Gi jk y k = Gi j ,



B i j y j = 2B i ,



B i jk y k = B i j .



Connections D are generally non-metrical. They also have generally nonvanishing torsion, given by: T = Ri jk δ˙i ⊗ dxj ⊗ dxk , Ri jk = δk N ij − δj N ik . (7) The curvature of D is: R = Rj i kl δi ⊗ dxj ⊗ dxk ⊗ dxl + Rj i kl δ˙i ⊗ δy j ⊗ dxk ⊗ dxl + +B



i



·jkl δi



where 1



α



j



k



l



⊗ dx ⊗ dx ⊗ δy ,



(8) (9)



Rj i kl = Ri kl·j .



(10) α



N is the spray connection , [1], [2], attached to the spray with coeﬃcients Gi .
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Aplimat - Journal of Applied Mathematics Let us ﬁx a curve c : t → xi (t) on the base manifold M and denote by c : t → (xi (t), x˙ i (t)) its lift to the tangent bundle. For a Finsler vector ﬁeld X i = X i (t) along c , it makes sense the Berwald covariant derivative, [1], [2]: DX i := D dc X i = dt



dX i + Gi j X j . dt



(11)



α



In terms of (11), the equations of extremal curves of L = L become: Dy i = 0,



y i = x˙ i



(12)



and geodesic deviation equations are written, [11], as D2 w = E(w), or locally: ˙ D2 wi = E ij (x, y)wj , y = x,



(13)



where w = wi (t)δi is the horizontal lift to T M of the deviation vector ﬁeld and i E ij = Rjk y k = Rl ijk y l y k



(14)



deﬁne the tidal tensor E = E ij δi ⊗ dxj attached to the connection N. 3



Basic equations of gravitational and electromagnetic fields



In the following, we will assume that gij describes the gravitational ﬁeld and A = Ai dxi is physically interpreted as the 4-potential of the electromagnetic ﬁeld. We will denote the 1 horizontal lifts to T M of the diﬀerential forms A and F := dA = Fij dxi ∧ dxj by the same 2 letters A and F . Unless elsewhere speciﬁed, the parameter α = 0 is considered arbitrary. The components of the electromagnetic 2-form F are expressed, [11], as: α Fij = Dδj li . 2



(15)



Consider the angular metric, h = hij (x, y)dxi ⊗ dxj , given by: hij = gij − li lj . Then: - Homogeneous Maxwell equations ∇∂i Fjk + ∇∂k Fij + ∇∂j Fki = 0, [8], are written in terms of tidal tensors, [11], as: E˜[ij] = 0, (16) where E˜ij = hik E kj and square brackets denote antisymmetrization. - Inhomogeneous Maxwell equations ∇∂i F ij = 4πJ i , are expressed as: E ii = ei i − 4παρc y2 + B l i B i l ,



(17)



0



where ρc = −J i li and ei i = E i i .
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- The Ricci tensor of D = D is 1 Rij = − (E l l )·ij . 2 α 3α2 We have proved, [12], that for = 1, the Ricci scalar R = g ij Rij is dynamically equivalent 2 to: ˜ = r + Fij F ij R



that is, to the Lagrangian (on M ) which leads to the usual Einstein-Maxwell equations, [8]. 0 ˜ = g ij R ˜ ij . Then, Einstein field equations ˜ = Rij − Dδ (B kij ) and R Here, R k



em m 1 rij − rgij = 8π( T ij + T ij ) 2 em



m



(where T ij is the stress-energy tensor of the electromagnetic ﬁeld and T ij , the stress-energy tensor of matter) are equivalent to: m



Gij = 8π T ij , where



and B :=



(18)



˜ ij + B·ij ˜ ij − 1 Rg Gij = R 2 3 B l Bl 1 i h 2 + B h B i (the term B·ij comes from the non-metricity of D); thus, the 2 y 2 em



electromagnetic stress-energy tensor T ij is included in the generalized Einstein tensor Gij . - Equations of motion of a (non-spinning) charged particle, [8], are (3): α



Dy i = 0, y = x, ˙ (19) q q where α = . For particles having the same ratio , worldline deviation equations are: m m α q D2 wi = E ij wj , α = . (20) m 4



Equations of motion of spinning charged particles



In General Relativity, worldlines of particles subjected only to the gravitational ﬁeld, are geodesics of the Levi-Civita connection of the space-time manifold (M, g); accordingly, equations of motion of charged particles under the action of the gravitational and electromagnetic ﬁelds, are (3) (where it is usually considered that t = s, i.e., x ˙ = 1). But, if the considered particles are also spinning, then their equations of motion become more complicated. More in detail: 1) Worldlines of spinning particles subject to the gravitational ﬁeld are given by the MathissonPapapetrou equations, [3], [6],[10]: 1 i j kl ∇pi = r x˙ S , ds 2 j kl ∇S ij = pi x˙ j − pj x˙ i , ds
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Aplimat - Journal of Applied Mathematics where rj i kl = γ i jk,l − γ i jl,k + γ hjk γ i hl − γ hjl γ i hk , pi are the components of the 4-momentum of the particle and S ij is the spin tensor. It is noteworthy that, if the particle is spinning, the 4-momentum and the 4-velocity of the moving object are generally non-collinear. From (22), ∇S ij it follows that x˙ j = pi − mx˙ i , where m := pj x˙ j , or, [10]: ds pi = mx˙ i +



∇S ij x˙ j . ds



(23)



In order that the system be closed, some supplementary conditions are needed. Usually, one assumes either S ij x˙ j = 0 (the Pirani condition) or S ij pj = 0 (the Tulczyjew, or Dixon condition). 2) Worldlines of spinning particles subject to both gravitational and electromagnetic ﬁelds are given by the Dixon-Souriau equations, [3]: k 1 i j kl ∇pi = rj kl x˙ S + qF ij x˙ j + S kl ∇i Fkl , ds 2 2 ∇S ij = pi x˙ j − pj x˙ i − k(S ik Fk j − S jk Fk i ), ds



(24) (25)



where k is a constant. In the following, we will adopt the Pirani condition: S ij x˙ j = 0.



(26)



Let us assume that the trajectories are parametrized by the arc length t = s; thus, setting y i := x˙ i , we will also have x˙ i = li . The horizontal lifts: 1 S := Sij dxi ∧ dxj 2



p := pi δi ,



of p and S are Finslerian tensors, for which we can write: 0 ∇pi = Dpi , ds



0 ∇S ij = DS ij . ds



α



In terms of other connections D = D of the family, we will have: 0



Dpi = Dpi + B i j pj ,



0



DS ij = DS ij + B i h S hj + B jh S ih .



Choosing



α := k, 2 and under the condition (26), the spin precession equations (25) take the form: DS ij = pi y j − pj y i ,



yi =



dxi ; ds



(27)



i.e., they become formally similar to (22).
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Aplimat - Journal of Applied Mathematics Contracting the above relation with Sij , we ﬁnd that Sij DS ij = 0, which implies the already known relation, [3], [5]: Sij S ij = const. Also, contracting (27) with yj = x˙ j , we ﬁnd for the momentum p and the velocity x˙ a relation which is formally similar to (23): pi = my i + yj DS ij ,



y i = x˙ i .



(28)



In the following, we will determine the form of equations (24) in terms of D. In terms of 0



γ i jk = Gi jk and B i j , the torsion Ri jk , (7), is expressed as: 0



0



Ri jk = y l rl ijk + Dk B i j − Dj B i k + B l j B i kl − B l k B i jl , 0



0



(29)



0



with Dk = Dδk . Further, taking into account that, [11], Dk li = 0, the Pirani condition and (6), we get: 0 α 0 (30) S jk Ri jk = S jk {y l rl ijk − (Dk F ij − Dj F ik ) + M ijk }, 2 α2 i where M jk = {2F i Fkj + F i[j Fk] }. 4 0



The derivatives Dk F ij coincide with their Levi-Civita counterparts on M. Hence, from the 0



0



0



Maxwell equations, we have: Dk F ij − Dj F ik = −Di Fjk = −∇i Fjk . We thus get: S jk (rl ijk y l +



α i ∇ Fjk ) = S jk (Ri jk − M ijk ). 2



α With = k as above, we recognize the terms in the right hand side of (24). We can thus 2 write: 0 1 Dpi = S jk (Ri jk − M ijk ) + qF ij x˙ j . 2 i Passing to the D-covariant Dp , equations (24) take the form: 1 Dpi = S jk (Ri jk − M ijk ) + qF ij y j + B i h ph . 2



(31)
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CRIME SCENE INVESTIGATION THROUGH DNA TRACES USING BAYESIAN NETWORKS ANDRADE Marina, (PT), FERREIRA Manuel Alberto M., (PT) Abstract. The use of biological information in crime scene identification problems is becoming more and more common. In this work, a crime scene is presented and used to exemplify the use of Bayesian networks, to analyse the information contained in a mixture DNA trace, referring to a crime in which there are two victims’ and two suspect’s involved. It is also made some discussion about the hypotheses to be considered in order to make them compatible with the possible information extracted from the mixture trace, that constitutes the evidence. Key words: Mixture traces, forensic identification, Bayesian networks, DNA profiling. Mathematics Subject Classification: 62C10.



1



Introduction



A crime has been committed and two persons, V1 and V2, were murdered. One mixture trace was found and S1 and S2 are potential suspects. Their DNA profiles were measured and considered to be compatible with the mixture trace. Possibly a fight occurred during the assault and some material was produced. It is acceptable that the individuals who perpetrated the crime could have left some of their genetic material in the trace. The crime scene is analysed in section 2. It will be presented the evidence, E, and explained the hypotheses to be considered. In section 3 the Bayesian network – example of a probability expert system - built expressly to perform the necessary calculations is shown1. Then are discussed the number, quite large, and the significance of the results that is possible to obtain.



1



To perform the calculations it is mandatory to apply repeatedly the Bayes’ Law. This leads to very complicated computations impossible to perform algebraically. So the use of a probabilistic expert system is needed.



Aplimat – Journal of Applied Mathematics In section 4 the numerical results will be seen. In section 5 a brief discussion is outlined. With the geneticist Sewall Wright, in the beginning of the 20th century, began the use of networks transporting probabilities. In (Dawid et al., 2002) it is described this new approach to problems of the kind of the one described above. The conception and use of Bayesian networks to analyse problems in forensic identification inference, was initially done there, followed by (Evett et al., 2002), (Mortera, 2003) and (Mortera et al., 2003). The analysis of a crime scene analogous to the considered in this work, but with two victims’ and one perpetrator and two mixture traces was presented in (Andrade and Ferreira, 2009). About this subject see (Andrade and Ferreira, 2011a).



2



Evidence and Hypotheses



To summarize the evidence it is presented in Table 1 the DNA profiles of the victims’ and the suspect’s, V1, V2, S1, S2, and the trace found at the crime scene, E. VWA D21S11 SE33



V1 14,15 29,31.2 19,30.2



V2 16,17 28,28 17,30.2



S1 14,14 30,31.2 17,18



S2 14,17 28,32.2 16,19



E 14,15,16,17 28,29,30,31.2,32.2 16,17,18,19,30.2



Table 1: Two Victims’ and Two Suspect’s DNA Profiles and Evidence. In Table 2 the allele frequencies, for each marker found in the trace, are presented. VWA D21S11 SE33



p14 p15 p16 p17 0.1101 0.1197 0.1827 0.2753 p28 p29 p30 p31.2 p32.2 0.1674 0.2136 0.2437 0.1138 0.0894 p16 p17 p18 p19 p30.2 0.0590 0.0660 0.0833 0.0868 0.0140 Table 2: Allele frequencies.



The allele frequencies in Table 2 were collected in the database “The Distribution of Human DNAPCR Polymorphisms”. The crime trace can contain DNA from up to four unknown contributors, in addition to the victims and/or the suspects. If the DNA of Si with i = 1, 2 is presented in the trace this will place him/her at the crime scene and consequently as one of the possible perpetrators. The court has to determine if each suspect is or is not guilty. The hypotheses to be evaluated are: H1: S1 is a contributor to the trace but S2 is not, given the evidence. H2: S2 is a contributor to the trace but S1 is not, given the evidence. H3: S1 and S2 are both contributors to the trace, given the evidence. H4: Neither S1 nor S2 are contributors to the trace, given the evidence.
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Aplimat – Journal of Applied Mathematics The respective events probabilities are called p10, p02, p12, p00, where 0 mentions the absence of the respective, in order, individual DNA in the trace. So: If p00 > p10 + p02 + p12 the two suspects are acquitted. If not it must be seen if p12 > p10 + p02 case at which the two suspects are both placed at the crime scene. If not p10 must be compared with p02. If p10 > p02 the evidence favours the presence of S1 at the crime scene and the acquaintance of S2. The contrary happens when p02 > p10.



3



Bayesian Network for One Marker



The probabilities referred above will be computed using the Bayesian network of Figure 1.



Figure 1: Marker network. Nodes vi, i = 1, 2, sj, j = 1, 2 and uk, k = 1, 2, 3, 4, in Figure 1 are themselves Bayesian networks that represent the genetic structure and inheritance of each individual - the victims, the suspects and the unknowns, respectively - and have all the same structure. The vi, i = 1, 2 and sj, j = 1, 2 constitute data of the problem. The nodes in white, at the left of the node mix, that represents the mixture and it is also comprised by known data (E), represent the relations in which the nodes vi, i = 1, 2 or sj, j = 1, 2 may contribute to the mixture. The nodes in white, at the right of the node mix, except the uk, k = 1, 2, 3, 4 and n_unk - that is a counter for the number of unknowns in the mixture – represent the relations in which the uk, k = 1, 2, 3, 4 may contribute to the mixture. Node target collects the states and the respective probabilities. As it is mandatory to consider the possible contribution of till four unknown individuals to the mixture, the number of admissible states jumps to 80, numbered from 0 - no one in the mixture - to 79 - the two victims, the two suspects and the four unknowns are all in the mixture. Of course these two states are unrealistic and there are other ones also unrealistic because are incompatible with the minimum number of contributors to the mixture, according to the evidence inserted. These unrealistic states are discarded by the network but have to be considered conceptually in its building.
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4



Results



For marker VWA, alleles 14, 15, 16, 17 are considered, Table 1. And so they are represented in the Figure 1 Bayesian network by A, B, C, D, respectively. E is considered with 0 frequency. When considering marker D21S11, the alleles are 28, 29, 30, 31.2 and 32.2 corresponding to A, B, C, D, E. In marker SE33 the alleles are 16, 17, 18, 19, 30.2 corresponding to A, B, C, D, E. In the whole cases x accumulates the remaining frequencies of the non considered alleles for each marker. The results obtained are presented in Table 3. The values in line rescale are constituted by the ratios of the products of the values in the respective column4 by the total sum of the four products. The values in this line are the used ones in the tests described in section 2.



VWA D21S11 SE33 Rescale



p00 0.2134 0.0752 0.0091 0.0011



p12 0.2699 0.5354 0.8868 0.9576



p10 0.2473 0.1335 0.0454 0.0112



p02 0.2699 0.2554 0.0585 0.0301



Table 3: Results. Following the procedure recommended in section 2 the conclusion is that both suspects are placed at the crime scene – note the great value of p12 = 0.9576. For marker VWA, alone, S2 is placed at the crime scene but S1 is not. But note that the probability is not very convincing: p02 is only slightly greater that p10. For markers D21S11 and SE33, each of them alone, both suspects are placed together at the crime scene, in a much more convincing way for SE33.



5



Discussion



The problems and the difficulties posed in the interpretation and evaluation of DNA evidence are very well outlined, for instance, in (Andrade and Ferreira, 2011) and (Lauritzen, 2003). As in general they are stated in probabilistic terms leads to some confusion to the judges, when they have to issue a decision, because of its difficulty in interpreting the meaning of the measure of 2



3



www.hugin.com To compute the interesting probabilities there must be considered the following states probabilities: -



p00: 1, 2, 3, 16, 17, 18, 19, 32, 33, 34, 35, 48, 49, 50, 51, 64, 65, 66 and 67,



-



p12: 12, 13, 14, 15, 28, 29, 30, 31, 44, 45, 46, 47, 60, 61, 62, 63, 76, 77, 78 and 79,



-



p10: 8, 9, 10, 11, 24, 25, 26, 27, 40, 41, 42, 43, 56, 57, 58, 59, 72, 73, 74 and 75,



-



p02: 4, 5, 6, 7, 20, 21, 22, 23, 36, 37, 38, 39, 52, 53, 54, 55, 68, 69, 70 and 71



from the output given by Hugin after the inserted evidence. 4



It is possible to multiply the respective probabilities, for each marker, because it is assumed independence between and across marker, i.e., linkage and Hardy-Weinberg Equilibrium (Andrade, 2007).
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Aplimat – Journal of Applied Mathematics probability5. In this situation the Bayesian approach is the most clear to explain the significance of the evidence through the comparison of the hypotheses likelihood ratios see (Ferreira and Andrade, 2009). So the use of Bayesian networks to compute the interesting probabilities is a natural option, due to the intractable algebraic manipulation, when attempting to use successively the Bayes’ Law in very complicated situations. When the inference tool is the hypotheses tests, in these problems, they must be defined for each type of problem. This was exemplified with the four hypotheses suggested for this crime scene investigation. Only after this definition results clear which probabilities must be computed among a huge of possible ones. Note finally that this methodology allows to conclude for the absolution of a suspect but not for the conviction. Eventually it only places the suspect in the crime scene. In this case further police work must be made.
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CIVIL AND CRIMINAL IDENTIFICATION WITH BAYESIAN NETWORKS ANDRADE Marina, (PT),
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Abstract. The use of DNA evidence in problems of civil and criminal identification is becoming greater and greater. Being necessary to evaluate the weight of that evidence one of the most powerful tools to help in it is the Bayesian networks. This is exemplified with the presentation of a civil identification problem and of a criminal identification problem in this work. Key words: Bayesian networks, DNA database profiles, civil and criminal identification problems. Mathematics Subject Classification: 62C10.



1



Introduction



In this work it is intended to exemplify how to apply Bayesian networks in civil and criminal identification problems. The first objective is to give a methodology, with the appropriate tools, to use in a correct way a DNA profiles database in the problem of civil identification when there is a partial match between the genetic characteristic of an individual whose body was found, one volunteer who claimed a family member disappearance and one sample belonging to the DNA database. In section 2 the civil identification case to be studied is presented and discussed. The Bayesian network, that allows the efficient probabilities computation, determinant to evaluate the hypothesis in comparison, is presented. In section 3, real examples clarifying the application are exhibited. And in section 4 a brief discussion is outlined related with this objective. The second objective is to illustrate the use of biological information in crime scene identification problems, example of a criminal identification problem. In section 5 a crime scene, the correspondent evidence, E, and the hypotheses to be considered are presented. In section 6 the Bayesian network built expressly to perform the calculations is shown. And in section 7 the numerical results will be seen. Finally in section 8 a brief discussion, related with this second objective is presented.



Aplimat – Journal of Applied Mathematics General conclusions and references are presented at the end of the paper.



2 The Civil Identification Problem Frequent examples of civil identification problems are the case of a body identification, jointly with information of a missing person belonging to a known family, or the identification of more than one body resultant of a disaster or an attempt. And even immigration cases in which it is important to establish family relations. The establishment and use of DNA database files for a great number of European countries was an incentive to study the mentioned problems and the use of these database files for identification, (Corte-Real, 2004), (Martin, 2004) and (Andrade and Ferreira, 2009a, 2010). In this context it may be useful when unidentified corpses appear and may be identified by comparison of their DNA profiles with family volunteer's profiles. The Portuguese law nº 5/2008 establishes the principles for creating and maintaining a database of DNA profiles for identification purposes, and regulates the collection, processing and conservation of samples of human cells, their analysis and collection of DNA profiles, the methodology for comparison of DNA profiles taken from the samples, and the processing and storage of information in a computer file1. So the database is, in general terms, composed of a file containing information of samples from convicted offenders with 3 years of imprisonment or more - ; a file containing the information of samples of volunteers - ; a file containing information on the “problem samples” or “reference samples” from corpses, or parts of corpses, or things in places where the authorities collect samples - . It matters to study civil identification problems, mainly if there is a partial match between the genetic characteristic of an individual whose body was found and one volunteer who claimed a family member disappearance and one sample in the database file . 2.1 The Case of Partial Match with the Volunteer and one When there is an individual claiming for a disappeared person who gives his/her genetic characteristic, , to be compared with the genetic characteristic of a body found, the first action to do is to check if there is a match between the genetic characteristic of the individual whose body was found, , and any sample of the DNA file, - sample, which is named “problem samples”. If there is a partial match between the genetic profile of the individual whose body was found and one sample in the file , the evidence now is , – , . Then it follows the establishment of the hypotheses of interest: the identification hypothesis versus the non identification hypothesis : : It is possible to reach an identification of the individual whose body was found. vs 1



The implementation of this process is not going very well. In the moment the number of samples in database is not significant.
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: It is not possible to reach an identification of the individual whose body was found.



After checking the possibility of a partial match between the profile of the individual whose body was found, , the sample in the file , - sample, and the volunteer, , two different comparisons are made in order to obtain a measure either of the possible genetic relation between the individual whose body was found with the - sample (bf_match_gs?), or of the possible genetic relation between the individual whose body was found and the volunteer (bf_match_vol?). The possible answers are: yes or no. So the resulting states are: 



A (yes, no) - defines the possibility of genetic relationship between the individual whose body was found and the - sample but not the volunteer;







B (no, yes) - defines the possibility of genetic relationship between the individual whose body was found and the volunteer but not the - sample;







C (yes, yes) - defines the possibility of genetic relationship between the individual whose body was found and both the volunteer and the - sample;







D (no, no) - defines the possibility of genetic relationship between the individual whose body was found neither with the volunteer nor with the - sample;



, and C, D define the non identification hypothesis, A, B define the identification hypothesis, . B is a particular case: the simple problem studied in (Andrade and Ferreira, 2009a). Each of the four possible states probabilities provides a measure for each event, and the four are pairwise incompatible. Following the probabilities computation it is important to compare state D versus A, B, C; i.e., to evaluate the event “the individual whose body was found is not genetically related either with the - sample or the volunteer”. This comparison intends to evaluate the situation “the genetic information of the individual whose body was found is not compatible with the other genetic information available” and “the genetic information of the individual whose body was found is compatible with at least one of the remaining genetic information”. If D is accepted the process ends. And the body genetic information joins the file in the database. If D is discarded then it is necessary to perform a comparison between A, B and C events. If C is accepted the process ends and police intelligence investigations must be done. If C is discarded, finally A and B must be compared. If A is accepted the individual whose body was found is related with the - sample. If B is accepted the conclusion is that the individual whose body was found is a volunteer relative.



3 The Bayesian Network for the Civil Identification Problem The comparisons described above are performed through the respective probabilities events ratios: the likelihood ratios, (Ferreira and Andrade, 2009). The hypothesis with the greatest probability is the accepted one. Thus the probabilities associated to the states A, B, C and D must be computed. In volume 5 (2012), number 3 
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Figure 1: Network for civil identification with one volunteer and one The nodes ancpg, ancmg, ancgampg and ancgammg are of class founder: a network with only one node which states are the alleles in the problem where the respective frequencies in the population are specified, and represent the volunteer's ancient paternal and maternal inheritance. The nodes volgt, gamsgt and bfgt are of class genotype: the volunteer, the - sample and the body found genotypes. Nodes tancmg, tancpg, tancgamspg and tancgamsmg specify whether the correspondent allele is or is not the same as the volunteer and the same as the - sample. If bf_match_vol? is true then the volunteer's allele will be identical with the body found allele, otherwise the allele is randomly chosen in the population and if bf_match_gs? is true then the sample's allele will be identical with the body found allele, otherwise the allele is randomly chosen in the population. The nodes bfancg and bfgamsg define the Mendel inheritance in which the allele of the individual whose body was found is chosen at random from the ancient's paternal and maternal gene. Node counter counts the number of true states of the preceding nodes, accounting the results for the A, B, C, D possible events.



3.1 Examples To exemplify the described methodology, in Table 1 the allele frequencies, real ones, for some genetic markers and, for each marker, possible evidence profiles for the body found , the sample and the volunteer are presented. 2



The networks mentioned in this work were implemented using Hugin software: www.hugin.com
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  0.1647  F13A1    0.1985    TH01  0.2044  TPOX    0.5053    VWA31  0.1216 



Allele Frequencies    0.2136  0.2437    0.2890  0.3377    0.1696  0.1984    0.0974  0.0647    0.2300  0.2649 



, – .



,



 



29,30 , 28,30 , 29,31.2  



0.1138 



6,7 , 7,8 , 5,6  



0.0112  .



7,9 , 9,9.3 , 6,7  



0.2748 



8,11 , 8,10 , 9,11  



0.2893 



16,17 , 15,17 , 16,18  



0.1859 



Table 1: Allele frequencies and genetic profiles. In Table 2 the state probabilities, the node counter states, see Figure 1, are presented. States A B C D



D21S11 0.5322 0.1296 0.2274 0.1108



F13A1 0.3296 0.2226 0.1904 0.2574



TH01 0.4987 0.1978 0.1692 0.1343



TPOX 0.2661 0.2688 0.1539 0.3112



VWA31 0.4548 0.2251 0.2092 0.1109



Table 2: State probabilities. And in Table 3 the decisions, consequence of the procedures proposed in section 2.1, are presented for each example evidence profile. Evidence Profiles 



Decision 



29,30 , 28,30 , 29,31.2   Police intelligence investigations must be done  6,7 , 7,8 , 5,6   7,9 , 9,9.3 , 6,7   8,11 , 8,10 , 9,11   16,17 , 15,17 , 16,18  



The individual whose body was found is a volunteer  relative  Police intelligence investigations must be done  The individual whose body was found is a volunteer  relative  Police intelligence investigations must be done 



Table 3: Decisions for each evidence profile. 4 First Discussion Using the Bayesian network built expressly for civil identification problem, in which there is a partial match between an individual whose body was found, a volunteer who claimed a relative disappearance supplying his/her own genetic information and a DNA database file sample existent, it is possible to perform the sequence of three hypothesis tests described above. Thus it is possible volume 5 (2012), number 3 
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Aplimat – Journal of Applied Mathematics to decide first if an identification is possible or not; second if an effective identification is possible or not; third to make the identification. So with a procedure technically simple, it is possible to make an adequate and correct use of a DNA database. As the examples illustrate, the procedure leads almost surely to a decision: whether it is to close the case identifying the individual, or concluding that it is not possible any identification, or to go on with the police investigations.



5 Crime Scene Investigation A crime has been committed. Two persons, V1 and V2, were murdered. One mixture trace was found. S1 and S2 are potential suspects. S1 and S2 DNA profiles were measured and considered to be compatible with the mixture trace. Being possible that a fight occurred during the assault, producing some material, it is acceptable that the individuals who perpetrated the crime could have left some of their material in the trace. To analyse the crime scene, in this section, it will be presented the evidence, E, and the hypotheses to be considered. To summarize the evidence it is presented in Table 4 the DNA profiles of the victims’ and the suspect’s, V1, V2, S1, S2, and the trace found at the crime scene, E. V1



V2



S1



S2



E



TH01



9,9.3



9,9.3



7,8



6,9



6,7,8,9,9.3



F13A1



5,7



5,6



3.2,5



6,7



3.2,5,6,7



22,26 22,23 24,24 19,24 19,22,23, 24,26 FGA Table 4: Two victim’s and two suspect’s DNA profiles and evidence. In Table 5 the allele frequencies, for each marker found in the trace, are presented. p6 TH01



p7



p8



p9



p9.3



0.2044 0.1696 0.1386 0.1984 0.2748 p3.2



p5



p6



p7



F13A1 0.0806 0.1985 0.2890 0.3377 p19 FGA



p22



p23



p24



p26



0.0684 0.1740 0.1606 0.1325 0.0321 Table 5: Allele frequencies.



The allele frequencies in Table 5 are the Portuguese population frequencies collected in the database “The Distribution of Human DNA-PCR Polymorphisms”, since the mentioned case is supposed to have occurred in Portugal. The crime trace can contain DNA from up to four unknown contributors, in addition to the victims and/or the suspects.
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Aplimat – Journal of Applied Mathematics If the DNA of Si with i = 1, 2 is presented in the trace this will place him/her at the crime scene and consequently as one of the possible perpetrators. The court has to determine if each suspect is or is not guilty. The hypotheses to be evaluated are: H1: S1 is a contributor to the trace but S2 is not, given the evidence. H2: S2 is a contributor to the trace but S1 is not, given the evidence. H3: S1 and S2 are both contributors to the trace, given the evidence. H4: Neither S1 nor S2 are contributors to the trace, given the evidence. The respective events probabilities are called p10, p02, p12, p00, where 0 mentions the absence of the respective, in order, individual DNA in the trace. So: If p00 > p10 + p02 + p12 the two suspects are acquitted. If not it must be seen if p12 > p10 + p02 case at which the two suspects are both placed at the crime scene. If not p10 must be compared with p02. If p10 > p02 the evidence favours the presence of S1 at the crime scene and the acquaintance of S2. The contrary happens when p02 > p10.



6 Marker Bayesian Network The probabilities referred above are very hard to compute algebraically, demanding a great use of Bayes’ Law because of the number of the dependencies to be considered. So they will be computed using the Bayesian network of Figure 2.



Figure 2: Marker network Nodes vi, i = 1, 2, sj, j = 1, 2 and uk, k = 1, 2, 3, 4, in Figure 2 are themselves Bayesian networks that represent the genetic structure and inheritance of each individual - the victims, the suspects and the unknowns, respectively - and have all the same structure. The vi, i = 1, 2 and sj, j = 1, 2 are represented in red colour meaning that the respective profiles are known and constitute data of the problem. The nodes in white, below the node mix, that represents the mixture and is also in red colour because it is comprised by known data (E), represent the relations in which the nodes in red may contribute to the mixture. The nodes in white, above the node mix, except the uk, k = 1, 2, 3, 4 and n_unk - that is a counter for the number of unknowns in the mixture – represent the relations in volume 5 (2012), number 3 
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Aplimat – Journal of Applied Mathematics which the uk, k = 1, 2, 3, 4 may contribute to the mixture. Node target, in green colour, collects the states and the respective probabilities. As it is mandatory to consider the possible contribution of till four unknown individuals to the mixture, the number of admissible states jumps to 80, numbered from 0 - no one in the mixture - to 79 - the two victims, the two suspects and the four unknowns are all in the mixture. Of course these two states are unrealistic and there are other ones also unrealistic because are incompatible with the minimum number of contributors to the mixture, according to the evidence inserted. These unrealistic states are discarded by the network but have to be considered conceptually in its building. Among the realistic states only a few ones are interesting to the problem: the corresponding to the hypotheses events defined above.



7 Numerical Results For marker TH01, alleles 6, 7, 8, 9, 9.3 are considered, Table 4, and so they are represented in the Figure 1 Bayesian network by A, B, C, D, E, respectively. When considering marker F13A1, the alleles are 3.2, 5, 6, 7, corresponding to A, B, C, D. E is considered with 0 frequency. In marker FGA the alleles are 19, 22, 23, 24, 26 corresponding to A, B, C, D, E. In any case x accumulates the remaining frequencies of the non considered alleles for each marker. The results obtained using Table 4 data together with Table 5 frequencies are in Table 6, where the values in line rescale are constituted by the ratios of the products of the values in the respective column3 by the total sum of the four products. The values in this line are the used ones in the tests described in section 5.



TH01 F13A1 FGA Rescale



p00 0.0830 0.0986 0.0378 0.0027



p12 0.5029 0.4544 0.4398 0.8709



p10 0.2773 0.3279 0.0820 0.0646



p02 0.1367 0.1187 0.4398 0.0618



Table 6: Results. Following the procedure outlined in section 5 the conclusion is that both suspects are placed at the crime scene – note the great value of p12 = 0.8709. For TH01 and F13A1, alone, the conclusion is the same. But for FGA this does not happens. Note that, p12 = p02. This is justified by the fact that in marker FGA there are two rare alleles, p19 = 0.0684 and p26 = 0.0321, that are in consequence “good identifiers”. Each one is present in V1 and S2. Besides S1 is homozygote for this marker and this genotype may be hidden by S2’s genotype. In consequence it is natural that p12 and p02 are of the same magnitude. To compute the interesting probabilities there must be considered the following states probabilities: 3



It is possible to multiply the respective probabilities, for each marker, because it is assumed independence between and across marker, i.e., linkage and Hardy-Weinberg Equilibrium [8].
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p00: 1, 2, 3, 16, 17, 18, 19, 32, 33, 34, 35, 48, 49, 50, 51, 64, 65, 66 and 67,



-



p12: 12, 13, 14, 15, 28, 29, 30, 31, 44, 45, 46, 47, 60, 61, 62, 63, 76, 77, 78 and 79,



-



p10: 8, 9, 10, 11, 24, 25, 26, 27, 40, 41, 42, 43, 56, 57, 58, 59, 72, 73, 74 and 75,



-



p02: 4, 5, 6, 7, 20, 21, 22, 23, 36, 37, 38, 39, 52, 53, 54, 55, 68, 69, 70 and 71



from the output given by Hugin after the inserted evidence.



8 Second Discussion Criminal identification problems are examples of situations, in which forensic approach, the DNA profiles study is usual. But the interpretation and evaluation of DNA evidences is not an easy task, see for instance, (Andrade and Ferreira, 2011) and (Lauritzen, 2003). Also the fact that in general they are posed in probabilistic terms leads to some confusion to the judges when they have to issue a decision. In this situation the Bayesian approach is maybe the most clear to explain the significance of the evidence, see (Ferreira and Andrade, 2009). And for it the use of Bayesian networks to compute the interesting probabilities is a natural option, as it was exemplified in this paper. It is important to define which probabilities, among the possible ones to compute, interest to the problem. And in consequence to define, for each case, which hypotheses tests to implement. Of course they are Bayesian tests. Note finally, as this example shows, that this methodology may conclude for the absolution of a suspect but not for the conviction. It only can place the suspect in the crime scene. Further work of the police must be made to conclude by the conviction or absolution.



9 General Conclusions The use of networks transporting probabilities began with the geneticist Sewall Wright in the beginning of the 20th century (1921). (Dawid et al., 2002) describes this new approach to problems of the kind of the one described above. The construction and use of Bayesian networks to analyse problems in forensic identification inference, was initially done there, followed by (Evett et al., 2002), (Mortera, 2003) and (Mortera et al., 2003). The civil identification problem presented obviously may occur in situations of catastrophes or accidents at which it is possible to have unidentified victims. The use of DNA evidence is quite recent in helping to solve this situations. It was shown in this work how the use of Bayesian networks is useful to evaluate that kind of evidence. The analysis of a crime scene analogous to the considered in this work, but with two victims’ and one perpetrator and two mixture traces was presented in (Andrade and Ferreira, 2009, 2011b, 2011c). A problem dealing with a crime scene analogous to the one considered in this work may be seen at (Andrade and Ferreira, 2011a). Also was shown in this work how useful are the Bayesian networks in the evaluation of DNA evidence in problems of criminal identification.
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RISK MANAGEMENT OF EQUITY PORTFOLIO CONSTRUCTION ON THE BASIS OF DATA ENVELOPMENT ANALYSIS APPROACH ARSHINOVA Tatyana, (LV) Abstract. The research focus of the scientific paper is on the problem of equity portfolio construction. The author recommends applying frontier analysis technique such as Data Envelopment Analysis to the performance measurement of emitters. Using modern computer technologies, the author has calculated efficiency score of twenty Baltic companies which are quoted at NASDAQ OMX Riga and NASDAQ OMX Tallinn stock exchanges on the basis of DEA CCR approach and elaborated proposals for effective asset allocation. Keywords: Data Envelopment Analysis, Decision Making Units (DMUs) portfolio construction, DEA, performance measurement



Introduction Actual macroeconomic events are indicative of Eurozone crisis threats. In late October 2011 European leaders obtained an agreement from banks to take 50% loss on the face value of their Greek debt, decreasing its value by 100 billion euro. They also neared agreement on boosting the firepower of the Continent's bailout fund to around €1 trillion to help it protect larger economies like Italy and Spain from the sort of market pressures that pushed Greece to need a rescue. In September 2011 debt rating agency Standard & Poor’s downgraded Italy one level, from A +/A+1 to A/A-1, assessing the prospects for economic growth in Italy in the category of “negative.” The remaining uncertainty in Europe’s recovery and the future of euro impacts activities of all economical subjects. Thus, European companies and potential investors become especially vulnerable. The construction of profitable and effective equity portfolio is among the most important investment problems. Traditionally the portfolio construction process includes four steps: creation of risk profile, asset allocation, correction of the portfolio structure corresponding to the investor’s requirements and regular control over the portfolio structure to avoid the overweight risk in a particular asset class. Currently risk measurement and asset allocation stages are completed using methods of technical and fundamental analysis, Modern Portfolio Theory by H.Markovitz, Sharpe ratio analysis etc. The main principle of technical analysis is an assumption that the market price of



Aplimat – Journal of Applied Mathematics an asset includes information on all influencing factors; the development strategy of the company, balance data and perspectives of development are not estimated. However, fundamental analysis is based on the estimation of financial statements and competitive advantages. The Modern Portfolio Theory is the theory of investment which attempts to maximize portfolio expected return for a given amount of portfolio risk, or equivalently minimize risk for a given level of expected return, by carefully choosing the proportions of various assets. Nevertheless, efforts to translate the theoretical foundation into a viable portfolio construction algorithm have been plagued by technical difficulties stemming from the instability of the original optimization problem with respect to the available data. The results which are obtained on the basis of the mentioned approaches often provide inconsistent conclusions concerning potential investment opportunities and do not provide the possibility to evaluate the enterprise activity of emitters as a process. Methods of frontier analysis ensure a principally different approach to the problem of equity performance measurement, estimating the performance of production process of each company. They provide an opportunity of complex analysis of company’s efficiency level for a certain period of time and comparison of it among investigated objects. The objective of the author’s research is to improve and supplement the methodology of risk measurement before the equity portfolio construction on the basis of the Data Envelopment Analysis approach. In the circumstances of unstable macroeconomic environment and competition, profitability and market capitalization are among the most important indicators of stability and development of companies for the potential investor. Total operating revenue is a measure of the market value of company’s production and the demand for it. Market capitalization is a parameter that reflects market value of all of a company’s outstanding shares. It is a basic determinant of asset allocation and risk-return parameters. In this connection, the author analyzed the performance of a set of Baltic companies, assuming total operating revenue and market capitalization value as outputs. The objects of the research are Baltic companies which are quoted at NASDAQ OMX Riga and NASDAQ OMX Tallinn stock exchanges; their efficiency level is analyzed using data for the second quarter 2011. Evaluating the performance on the basis of the Data Envelopment Analysis approach, the author included into the set of investigated objects companies that are considered to be liquid at the Baltic stock markets (according to the amount of operations): JSC “Latvijas Balzāms”, JSC “Grindeks”, JSC “Latvijas gāze”, JSC “Liepājas metalurgs”, JSC “Latvijas Kuģniecība”, JSC “Olainfarm”, JSC “Rīgas kuģu būvētava”, JSC “SAF Tehnika”, JSC “Ventspils nafta”, JSC “Valmieras stikla šķiedra”, JSC “Arco Vara”, JSC “Baltika”, JSC “Ekspress Grupp”, JSC “Harju Elekter”, JSC “Olympic Entertainment Group”, JSC “Silvano Fashion Group”, JSC “Tallink Grupp”, JSC “Tallina Kaubamaja”, JSC “Tallina Vesi”, JSC “Viisnurk”. 1



Methods of frontier data analysis



The progress of production technology and increase of production volumes have stimulated the development of performance measurement methodology. In the second part of the 20th century there were introduced methods of frontier data analysis that provided a qualitatively different approach to the problem. According to the methodology of methods of frontier data analysis, the efficiency score of investigated DMUs is calculated as a distance from the point that defines the production process of a Decision Making Unit (DMU) to the certain efficiency frontier. Entities that are functioning on the efficiency frontier are considered to be absolutely technically efficient; inefficiency of other DMUs is increasing together with extension of the distance to the efficiency frontier. The value of efficiency score is fluctuating from zero to one.
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Aplimat – Journal of Applied Mathematics Methods of frontier analysis may be divided into two groups: parametric (Stochastic Frontier Approach (SFA), Distribution-Free Approach (DFA), Thick Frontier Approach (TFA)) and nonparametric (Data Envelopment Analysis (DEA), Free Disposal Hull (FDH)) methods. In accordance with parametric approaches, the efficiency frontier is constructed on the basis of econometric modelling, usually in form of Cobb-Douglas (log-linear) production function. Econometric analyses include two error components: an error term that captures inefficiency (ui) and a random error (vi). Parametric methods have significant advantages – they provide the possibilities to use panel data, to distinguish the random noise from inefficiency and to calculate the standard error of efficiency measurement results. Nevertheless, the stochastic approaches of performance measurement presume the comparison of investigated DMUs efficiency to the theoretically developed benchmark frontier; therefore the optimal combinations of inputs and outputs sometimes are not achievable practically. The application of parametric methods also requires observance of the restrictions imposed on the distributional assumptions on the inefficiencies and random error.[6] In contrast to the econometric approaches, non-parametric methods are based on the hypothesis that the efficiency frontier is generated from the empirical results of the most efficient DMUs i.e. benchmarks that „float” on the piecewise linear frontier. The level of technical efficiency of these DMUs is 100%. However, the level of scale efficiency that defines the optimality of output and input proportions may have different values even among absolutely technically efficient DMUs. While mathematical, non-parametric methods require few assumptions when specifying the bestpractice frontier, they generally do not account for random errors [7]. 2



The CCR DEA Model



The CCR DEA model was developed by Charnes, Cooper and Rhodes in 1978 to evaluate the performance of Decision Making Units (DMUs). To allow for applications to a wide variety of activities, the term DMU might be used to refer to any entity that is to be evaluated in terms of its abilities to convert inputs into outputs. These evaluations can involve governmental agencies and non-profit organizations as well as business firms, hospitals and educational institutions. The production process might be aimed either at minimization of resources or maximization of production volumes. The orientation of the model should be aimed at controllable variables. Volumes of resources are usually over control of management; therefore only input-oriented model will be examined in the paper. The measurement of comparative efficiency is based on the assumption that the performance of each DMU is calculated in comparison to n investigated DMUs. Each DMU consumes varying amounts of m different inputs to produce s different outputs. Specifically, DMUj consumes amount xij of input i and produces amount yrj of output r. It is necessary to assume that xij ≥ 0 and yrj ≥ 0 and further to assume that each DMU has at least one positive input and one positive output value. Primarily the DEA model was expressed in fractional, i.e. ratio-form. In this form the ratio of outputs to inputs is used to measure the relative efficiency of the DMUj = DMU0 to be evaluated relative to the ratios of all of the j = 1,2, ..., n DMUj. The CCR construction can be interpreted as the reduction of the multiple-output/multiple-input situation (for each DMU) to that of a single 'virtual' output and 'virtual' input. For a particular DMU the ratio of this single virtual output to single virtual input provides a measure of efficiency that is a function of the multipliers. In mathematical programming parlance, this ratio, which is to be maximized, forms the objective function for the particular DMU being evaluated. A set of normalizing constraints (one for each DMU) reflects the condition that the virtual output to virtual input ratio of every DMU, including
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Aplimat – Journal of Applied Mathematics DMUj = DMU0, must be less than or equal to unity. [4] The mathematical programming problem may thus be stated as (1): max h0 (u , v )   r u r y ro /  i vi xio subject to



(1)



 r u r yrj /  i vi xij  1 for j  1,..., n, u r , vi  0 for all i and r ,



where h0 – the function of virtual output and virtual input ratio of DMU0; ur – the output multiplier of DMU0; vi – the input multiplier of DMU0; yr0 – the output of DMU0; xi0 – the input of DMU0; yrj – outputs of 1,2…n DMUs; xij – inputs of 1,2…n DMUs. The above ratio form yields an infinite number of solutions; if (u*, v*) is optimal, then (αu*, αv*) is also optimal for α > 0. However, the transformation developed by Charnes and Cooper (1962) for x 1 linear fractional programming selects a representative solution (u, v)  for v which and yields the equivalent linear programming problem in which the change of variables from (u, v) to (μ, ν) is a result of the Charnes-Cooper transformation (2): m i 1 i
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where z – the CCR input-oriented function of DMU0 (multiplier form); μr – the output multiplier of DMU0; νi – the input multiplier of DMU0; yr0 – the output of DMU0; xi0 – the input of DMU0; yrj – outputs of 1,2…n DMUs; xij – inputs of 1,2…n DMUs; s – number of outputs; m – number of inputs. Model that is expressed by (2) can be solved by its dual problem (3):
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where θ* – the optimal value of dual variable θ of DMU0; θ, λj – dual variables of DMU0; yr0 – the output of DMU0; xi0 – the input of DMU0; yrj – outputs of 1,2…n DMUs; xij – inputs of 1,2…n DMUs; s – number of outputs; m – number of inputs. This last model is sometimes referred to as the "Farrell model" because it is the one used in Farrell (1957). By virtue of the dual theorem of linear programming we have z* = θ. Hence either problem may be used. One can solve the dual linear program, to obtain an efficiency score. Setting θ = 1 and λk* = 1 with λk = λo* and all other λk* = 0, a solution of dual problem (see Formula 3) always exists. Moreover this solution implies θ* ≤ 1. The optimal solution, θ*, yields an efficiency score for a particular DMU. [3] The process is repeated for each DMU. i.e., solving the model, expressed by Formula 3, with (Xo, Yo) = (Xk, Yk), where (Xk, Yk) represent vectors with components xik , yrk and, similarly (Xo, Yo) has components xok , yok. DMUs for which θ* < 1 are inefficient, while DMUs for which θ* = 1 are boundary points. Some boundary points may be "weakly efficient" because we have non-zero slacks. This may appear because alternate optima may have non-zero slacks in some solutions, but not in others. However, we can avoid this effect by invoking the following linear program in which the slacks are taken to their maximal values (4). m



s



i 1



r 1



m ax  s i   s r su bject to n



x ij  j  s i   * x io  j 1 n



y rj  j  s r   j 1



y ro



i  1, 2,..., m ;



(4)



r  1, 2,..., s ;



 j , s i , s r  0  i , j , r , where si– – input slacks; sr+ – output slacks; θ* – the optimal value of dual variable θ of DMU0; λj – the dual variable of DMU0; yr0 – the output of DMU0; volume 5 (2012), number 3 
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Aplimat – Journal of Applied Mathematics xi0 – the input of DMU0; yrj – outputs of 1,2…n DMUs; xij – inputs of 1,2…n DMUs; s – number of outputs; m – number of inputs. It shall be noted that the choices of si– and sr+ do not affect the optimal θ* which is determined from model expressed by (3). These developments lead to the following definitions of DEA efficiency: DEA Efficiency: The performance of DMU0 is fully (100%) efficient if and only if both (i) θ* = 1 and (ii) all slacks si–* = sr+* = 0. Weakly DEA Efficiency: The performance of DMU0 is weakly efficient if and only if both (i) θ* = 1 and (ii) si–*≠ 0 and/or sr+*≠ 0 for some i and r in some alternate optima [1]. The CCR efficiency score is indicative of the overall efficiency level of investigated DMUs. [5] 3 The application of data envelopment analysis approach to the equity portfolio construction 3.1



Methodology of the research



Due to the methodology, the Data Envelopment Analysis approach of comparative performance measurement does not require the specific functional form of the model. Therefore choice of outputs and inputs that are corresponding to the objectives of the research is among significant conditions for the achievement of plausible results. The problem of keeping profitability is especially topical and important in the circumstances of unstable macroeconomic environment. The market capitalization value reflects the risk-return parameters that are indicative of company’s stability and development opportunities. In this connection, there is developed a concept of efficiency measurement of companies which are quoted at the NASDAQ OMX Riga and NASDAQ OMX Tallinn in the research, assuming total operational revenue to be outputs, while equity, operating expenses and finance (interest) expenses are defined as inputs. The performance evaluation will be completed on the basis of DEA CCR approach that allows calculating overall efficiency score of investigated companies. 3.2



Efficiency measurement results of Baltic companies on the basis of CCR DEA approach



The application of the DEA approach requires the determination of assumptions, concerning orientation measures of the model and the concept of returns to scale (RTS). The production process may be aimed either at minimization of resources (input-oriented) or maximization of production volumes (output-oriented). It is emphasized in the international researches that the orientation of the model should be aimed at controllable variables. Usually volumes of resources are considered to be over control of management, therefore there is applied the assumption of input orientation in the research. Since the constant returns to scale CRS approach represents the total (overall) efficiency level, CCR DEA model is considered to be the basic concept of the research.[2]
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Fig. 1. DEA CCR efficiency score of Baltic stock exchange quoted companies, (%) According to the obtained results, investigated companies might be separated into three groups. The first group includes 100% DEA CCR efficient companies: JSC “Latvijas Balzāms”, JSC “Grindeks”, JSC “Latvijas gāze”, JSC “Liepājas metalurgs”, JSC “Ventspils nafta”, JSC “Valmieras stikla šķiedra”, JSC “Baltika”, JSC “Olympic Entertainment Group”, JSC “Silvano Fashion Group”, JSC “Tallina Kaubamaja”, JSC “Tallina Vesi”. The above-mentioned companies have demonstrated the best result, operating on the efficiency frontier at the observation period. High efficiency level of these emitters is indicative of their ability to maximize the volume of outputs using minimal volumes of inputs and to ensure optimal proportions of output and inputs in the process of production, thus of both 100% technical and scale efficiency in comparison to the set of investigated objects. For example, the state-owned company JSC “Latvijas gāze” ensuring 375.9 million euro market capitalization value and 278.9 million euro total revenue, is operating using only equity capital and having no interest expenses. Despite of high volatility of the share price, JSC “Liepājas metalurgs” has the total revenue value 183 million euro at the second quarter 2011. According to the latest company’s announcement, JSC “Liepājas metalurgs” is investing into the equipment modernization project; the commercial pledge of 72.19 million lats is guaranteed by the Ministry of Finance of the Republic of Latvia. Due to this fact, potential investors might expect the reduction of company’s operational costs. JSC “Olympic Entertainment Group” and JSC “Tallina Kaubamaja” are among the leading companies on the Tallinn stock exchange according to their output values. The enterprise activity of JSC “Olympic Entertainment Group” is oriented at casino and hotel business segments, ensuring the total revenue of 60.8 million euro by the end of the second quarter 2011. JSC “Tallina Kaubamaja” is the largest department store in Estonia that is listed since 1996 on the Tallinn stock exchange. This fact makes securities of the emitter attractive for potential investors. The second group consists of companies that are having the performance above the 80% level: JSC “Latvijas Kuģniecība”, JSC “Olainfarm”, JSC “Arco Vara”, JSC “Ekspress Grupp”, JSC “Tallink Grupp”, JSC “Viisnurk”. JSC “Olainfarm” is one of the most rapidly growing Baltic companies. According to the latest company’s announcement, preliminary sales results of JSC “Olainfarm” for September 2011 show that sales have increased by 102% compared to the same period last year and have reached 3.71 million lats (5.28 million euro). The most rapid sales increase has been experienced in Canada, where sales have increased 442 times, in Ukraine they increased nearly 4 times, in Belarus, a country heavily hit by its currency crisis, the sales have volume 5 (2012), number 3 
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Aplimat – Journal of Applied Mathematics grown by 71%, in Russia by 63%. Main sale markets of AS “Olainfarm” during September 2011 were Ukraine, Russia, Belarus and Latvia. Nevertheless, the company has lower production volumes, higher finance expenses (228 thousand euro) than its nearest competitor JSC “Grindeks”, having the 88.89% performance level. Having the highest market capitalization value 467.6 million euro and total revenue of 400.8 million euro, JSC “Tallink Grupp” is only 92.31% DEA CCR efficient. Among possible reasons are high finance (26.7 million euro) and operational expenses (391.5 million euro). This fact is indicative of inefficient organization of company’s operational activity. The third group includes companies that are having the efficiency below the 80% level: JSC “Rīgas kuģu būvētava”, JSC “SAF Tehnika”, JSC “Harju Elekter”. According to the JSC “SAF Tehnika” interim report data in August 2011, the company’s nonaudited net sales for 12 months of the financial year 2010/11 were 10.9 million LVL (15.5 million EUR) representing a year-on-year increase of 7%. Sales in the Asia Pacific, Middle East and Africa region formed the largest sales proportion (37%) comprising 4.05 million LVL (5.76 million EUR) although it was by 32% less than in previous financial year 2009/10. The net profit of JSC “SAF Tehnika” for the 12 months of financial year 2010/11 was 780 thousand LVL (1.1 million EUR) representing 52% of the net profit of previous financial year 2009/10. JSC “SAF Tehnika’s” nonaudited net sales for the fourth quarter of financial year 2010/11 were 1.99 million LVL (2.84 million EUR), representing 53% of the fourth quarter of the previous financial year. [8] Reporting quarter was the weakest in this financial year unlike from last financial year 2009/10 when the fourth quarter was the best. This information had negative impact on the share price of JSC “SAF Tehnika” that decreased by 27.27% since January 2011. Operating with loss in both 2010 and 2011 financial years (572.6 thousand euro in the second quarter 2011), JSC “Rīgas kuģu būvētava” has the lowest performance level among all investigated companies. Nevertheless, on October 19th 2011 JSC „Rīgas kuģu būvētava” received an official announcement from SJSC «Черноморнефтегаз» tenders trade commission about the approval of the proposed price by JSC „Rīgas kuģu būvētava. The proposal of JSC „Rīgas kuģu būvētava „to delivery gas platform 35.11.4. for USD 399 800 000 was considered the most economically beneficial and was accepted as a result of evaluation. [8] This corporative event caused the increase of equity price by 77.6%, demonstrating that shares of JSC „Rīgas kuģu būvētava” are a good investment opportunity for a risk-tolerant investor. Conclusions The scientific paper is devoted to the equity portfolio construction problem. The most important stages of this process are choice of potential assets, risk evaluation and asset allocation. Traditionally potential investors are using methods of technical and fundamental analysis, Modern Portfolio Theory for this purpose. However, the results which are obtained on the basis of the mentioned approaches often provide inconsistent conclusions concerning investment opportunities and do not provide the possibility to evaluate the enterprise activity of emitters as a process. The methodology of Data Envelopment Analysis is considered to be a sophisticated tool for performance measurement that allows the investigation of complex production processes among a set of Decision Making Units (DMUs). The author has implemented the DEA CCR approach, analyzing efficiency scores of a set of companies which are quoted at NASDAQ OMX Riga and Tallinn. According to the results, emitters might be divided into three groups: 100% DEA CCR efficient, having the performance above the 80% level and having the performance below the 80% level. Equities of fully CCR DEA efficient companies could be included into the portfolio with conservative investment strategy. Companies 192 
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Aplimat – Journal of Applied Mathematics which are included into the second and the third group, have lower level of performance. However, securities of these emitters might be attractive for investors with higher level of risk tolerance. To sum up, the author recommends using the Data Envelopment Analysis approach methodology as an additional tool for analysis of investment opportunities and equity portfolio creation.
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GLMM MODEL OF AT-RISK-OF-POVERTY CZECH HOUSEHOLDS DEPENDING ON THE AGE AND SEX OF THE HOUSEHOLDER (EU-SILC 2005-2009) BARTOŠOVÁ Jitka, (CZ), FORBELSKÁ Marie, (CZ) Abstract. The paper presents a quantitative study of at-risk-of-poverty Czech households depending on the age and sex of the householder. We focus mainly on two age categories: juniors and seniors. At-risk-of-poverty rates of age categories are calculated as the proportion of households with an equivalised income below the poverty threshold, which is set at 60% of the national median equivalised income. We use Generalized Linear Mixed Models (GLMM) to model at-risk-of-poverty rates between 2005 and 2009. GLMM have become a very powerful and widely used statistical tool. The R environment (R Development Core Team, 2010) is used for GLMM analysis. Keywords. Survey on income and living conditions, equivalised household income, generalized linear mixed models, poverty rate. Mathematics Subject Classification: Primary 62H30, Secondary 30C40.
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Introduction



The current economic crisis is having an important impact on social surveys. There is a pressure on statistics to provide updated information to monitor the extent of the crisis in the social field. It is the case of EU-SILC, the main source of comparable information on income and living conditions across Europe. As a consequence of the crisis, there has be increase in unemployment and hence of poverty in the Czech Republic and elsewhere. The crisis has mostly worsen financial situation of juniors and seniors. In these two categories, we can observe increase in unemployment the most and therefore we can also expect the highest at-risk-of-poverty rates. The European Union Statistics on Income and Living Conditions (EU-SILC) collects information about income, age and social structure, level of living and other characteristics of households and individuals yearly in all countries of EU. In the present paper, we use data EU-SILC 2005 – 2009. The equivalised household income is used to allow comparisons between households of different sizes and composition.
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Poverty rate



The poverty definition adopted in this paper is the relative country-specific poverty measure: this views poverty in a nationally defined social and economic context. It is commonly measured as the percentage of population with cash income less than some fixed proportion (say, 60%) of national median income. Such relative poverty measures are now commonly used as the official poverty risk rate in EU-countries. The measurements are usually based on a household’s yearly cash income and frequently take no account of household wealth, or inequality of resource distribution that may exist within a household. Household income includes earnings, transfers and income from capital, as well as the imputed rent for owner-occupied households, and is measured here net of direct taxes, social security contributions and interest on mortgages paid by households. The data reported here are collected in the EU-SILC surveys that apply common conventions and definitions to collect unit record data. EUROSTAT supply detailed cross-tabulations of these results in their statistical database. The poverty rates discussed here are defined as the percentage of those having less than 60% of the median income. At-risk-of-poverty rates are calculated as the proportion of households with an equivalised income below the poverty threshold, which is set at 60% of the national median equivalised income. 2



Model Specification



2.1



Generalized Linear Mixed Model



The Generalized Linear Mixed Models (GLMM) extends the Generalized Linear Model (GLM) by incorporating random effects into the linear predictor to accommodate random variations and correlations from different sources (McCulloch & Searle 2001). Generalized linear models (GLMs) represent a class of fixed effects regression models for several types of dependent variables (i.e., continuous, dichotomous, counts). Common Generalized linear models (GLMs) include linear regression, logistic regression, and Poisson regression. There are three specifications in a GLM. First, the linear predictor, denoted as ηi, of a GLM is of the form ηi = xiβ, where xi is the vector of regressors for unit i with fixed effects β. Then, a link function g is specified which converts the expected value μi of the outcome variable Yi (i.e., μi = EYi) to the linear predictor ηi, i.e., g(μi ) = ηi.. Finally, a specification for the form of the variance in terms of the mean μi is made. The latter two specifications usually depend on the distribution of the outcome Yi, which is assumed to fall within the exponential family of distributions. Fixed effects models, which assume that all observations are independent of each other, are not appropriate for analysis of several types of correlated data structures, in particular, for clustered data. In clustered designs, subjects are observed nested within larger units. For analysis of such data, random cluster effects can be added into the regression model to account for the correlation of the data. The resulting model is a mixed model including the usual fixed effects for the regressors plus the random effects.
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Aplimat – Journal of Applied Mathematics Let i denote the number of clusters and let j denote the nested observation. Assume there are i = 1, … ,N clusters and j = 1, … , ni repeated observations nested within each cluster. A random - intercept model, which is the simplest mixed model, augments the linear predictor with a single random effect for subject i, ηij = xijβ + νi, where νi is the random effect (one for each cluster). These random effects represent the influence of cluster I, on its repeated observations that is not captured by the observed covariates. These are treated as random effects because the sampled clusters are thought to represent a population of clusters, and they are usually assumed to be distributed as N(0, σ2ν ).The parameter σ2ν indicates the variance in the population distribution, and therefore the degree of heterogeneity of clusters. Including the random effects, the expected value of the outcome variable, which is related to the linear predictor via the link function, is given as μij = E(Yij | νi , xij). This is the expectation of the conditional distribution of the outcome given the random effects. As a result, GLMMs are often referred to as conditional models in contrast to the marginal generalized estimating equations (GEE) models. The model can be easily extended to include multiple random effects. The model is now written as ηij = xijβ + zij vi .



(1)



The vector of random effects vi is assumed to follow a multivariate normal distribution with mean vector 0 and variance–covariance matrix Σv. Note that the conditional mean μij is now specified as E(Yij | vi , xij), namely, in terms of the vector of random effects. With N independent sampling units and conditionally on the random effects, assume that the responses are independent with density function that is a member of the exponential family f(Yij | vi) = exp[{Yij θij – b(θij)} / a(τ) + c(Yij , τ)] for some functions a, b, and c. Parameter estimation in GLMMs typically involves maximum likelihood (ML) or variants of ML. Additionally, the solutions are usually iterative ones that can be numerically quite intensive. Several methods have been proposed for inference and estimation in the GLMM. Existing estimation methods for the GLMM include: (a) analytically simplifying the problem, for example, by the use of Laplace approximation to the integrated likelihood, including the penalized quasilikelihood (PQL) estimation (Breslow and Clayton, 1993) and the hierarchical generalized linear models (HGLM) procedure (Lee and Nelder, 2001); (b) using computation-intensive techniques such as the MCEM algorithm (Booth and Hobert, 1999), Markov Chain Monte Carlo (MCMC) (Zeger and Karim, 1991) and Gauss–Hermite quadrature (GHQ) approaches (Pan and Thompson, 2003). The applications of these methods to date the EU-SILC, see for example in Bartošová, Forbelská, 2010 and 2011, Forbelská, 2010, Forbelská, Bartošová, 2010). 2.2



Mixed-Effects Logistic Regression Model



The mixed-effects logistic regression model is a common choice for analysis of multilevel dichotomous data and is arguably the most popular GLMM. In the GLMM context, this model utilizes the logit link, namely g(μij ) = logit(μij ) = log(μij /(1- μij)) = ηij. (2)
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Aplimat – Journal of Applied Mathematics Here, the conditional expectation μij = E(Yij |vi , xij ) equals P(Yij = 1|vi , xij ), namely, the conditional probability of a response given the random effects (and covariate values). This model can also be written as P(Yij = 1|vi , xij , zij ) = g−1(ηij ) = Flogist(ηij ),



(3)



where the inverse link function Flogist(ηij ) is the logistic cumulative distribution function (cdf), namely Flogist(ηij ) = [1 + exp(−ηij )]−1.



(4)



A nicety of the logistic distribution, that simplifies parameter estimation, is that the probability density function (pdf) is related to the cdf in a simple way, as flogist(ηij ) = Flogist (ηij )[1 − Flogist (ηij )]. 3



(5)



Fitting GLMM model



A binary mixed logit model was used to analyse the risk monetary poverty for different age groups. We consider a two factorial ANOVA model with a factor year measured at 5 levels (years 2005 – 2009) and a factor sex (M male, F female), i.e. ηij = (αyear+ui) yearij + (βsex + vi) sexij,



(6)



where ui , vi are random parameters and αyear, βsex are fixed parameters, i = 1, ..., 5 (age groups). 3.1



Results of construction of GLMM model



Results for the mentioned model are presented in Table 1. The fitted parameters of the GLMM model are given in Tables 1 and 2. Estimates of fixed effects αyear and βsex, their variability and tests of importance of both factor, i.e. years and sex of the householder are shown in Table 1. The group considered in the model consists of households with a male householder in 2005. It is obvious that the chances that the household drops below the poverty line in this period have increased with the lowest value in 2006 and the highest in 2008. At the same time, we can see that standard errors of estimates of effects in individual years are high, which shows that these coefficients are statistically insignificant. This is also confirmed by tests of significance. On the contrary, the effect of sex of the householder is statistically significant. When the householder is female, the chances that the household drops below the poverty line significantly increases.
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(Intercept) year2006 year2007 year2008 year2009 SEX F



Estimate Std. Error -2.62148 0.335183 -0.03157 0.056689 0,.12352 0.081366 0.05993 0.146056 0.014536 0.193081 1.537917 0.184257



z value -7.82104 -0.55698 0.51806 0.410319 0.075283 8.346599



Pr(>|z|) 5.24E-15 0.577539 0.87934 0.681572 0.93999 7.03E-17



Table 2 containing prediction of random effects shows that the impact of age in 2005-2009 gradually changed. In the whole reported period, the chances of drop below the poverty line was the highest when the householder was younger than 25. At the other edge of the spectrum, at-risk-ofpoverty rate decreased the most for households with householders over 60 years old. Random effects for houholds in the middle of the age spectrum (i.e. age categories (25,30], (30,55] and (55,60]) oscillated around zero. Table 2. Prediction of the random effects (0,25] (25,30] (30,55] (55,60] (60,100] -1.205 (Intercept) 0.981 0.232 0.409 -0.416 0.147 year2006 -0.032 -0.179 -0.076 0.140 0.163 -0.236 -0.187 0.215 0.045 year2007 0.132 -0.481 -0.285 0.349 0.285 year2008 0.095 -0.594 -0.403 0.457 0.446 year2009 -0.530 0.301 -0.326 -0.052 0.607 SEX F AIC 737433.1



BIC 737556



logLik -368690



deviance 737379.1



Table 3. Correlation components of the random-effects terms (Intercept) year2006 year2007 year2008 year2009 SEX F 1.000 -0.718 -0.169 -0.480 -0.580 -0.838 (Intercept) -0.718 1.000 0.762 0.940 0.964 0.270 year2006 -0.169 0.762 1.000 0.929 0.889 -0.214 year2007 -0.480 0.940 0.929 1.000 0.993 0.050 year2008 -0.580 0.964 0.889 0.993 1.000 0.168 year2009 -0.838 0.270 -0.214 0.050 0.168 1.000 SEX F



Correlation matrix (see Table 3) shows high correlation between years which is solved using GLMM.
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Aplimat – Journal of Applied Mathematics Table 4. Poverty rates estimates (in %) by means of GLMM model SEX Male



Female



AGE 2005 2006 2007 2008 2009 (0,25] 16.23 15.38 18.76 19.02 17.77 (25,30] 8.40 6.91 6.83 5.68 4.88 (30,55] 9.86 8.95 8.42 8.03 6.91 (55,60] 4.57 5.07 5.68 6.73 7.13 (60,100] 2.13 2.39 2.25 2.98 3.34 (0,25] (25,30] (30,55] (55,60] (60,100]



34.69 36.57 26.89 17.49 15.69



33.25 31.84 24.82 19.11 17.28



38.75 31.56 23.60 21.01 16.46



39.16 27.46 22.69 24.19 20.80



37.20 24.41 19.97 25.34 22.77



In Table 4, there are poverty rates estimates (in %) by means of GLMM model. It is obvious that between 2005 and 2009 the households of seniors were the least endangered with relative poverty. The proportion of households below the poverty line with a male householder was 2.13%, 2.39%, 2.25%, 2.98% and 3.34%. In case of female householder, the proportion was about eight times higher - 15.69%, 17.28%, 16.46%, 20.80% and 22.77%. On the contrary, households of juniors were the most endangered with relative poverty. When the householder was male, the proportion of households below the poverty line was 16.23%, 15.38%, 18.76%, 19.02%, 17.77%. In case of a female householder, the proportion was about twice as large - 34.69%, 33.25%, 38.75%, 39.16% and 37.20%. 3.2



Graphing the results



Figure 1 highlights the variations observed across 5 age-household groups. Figure 1 shows, that the values of at-risk-of-poverty-rate modelled with GLMM with fixed and random effects was relatively stable over the monitored period and with respect to individual age categories with both male and female householders. Trend in at-risk-of-poverty rate in the junior category (0,25] was close to being constant. The following two age categories, (25,30] and (30,55] show decreasing trend, as opposed to the last two age categories (55,60] and (60,100]. We can see that the situation of seniors deteriorates. The usual diagnostic plots are shown in Figures 2, 3 and indicate no particular problems (except M:(30,55]).



Calculations were performed in an R. Software environment R is a free, cooperatively developed, open-source implementation of the S statistical programming language and computing environment, a language that has become a de-facto standard among statisticians for the development of statistical software. In R one of the most popular functions for fitting GLMMs is called glmer and is found within the package lme4 which is written and maintained by Douglas Bates. Methodology can be found at [1].
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Figure 1.Trends in at-risk-of-poverty rates (black lines: poverty rates using fixed and random parameters, gray lines: poverty rates by means of fixed parameters)
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Figure 2: Residuals vs. Fitted plots. volume 5 (2012), number 3 
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Figure 3: QQ plots. 4



Conclusions



Generalized Linear Mixed Model (GLMM) was used to model at-risk-of-poverty rates between 2005 and 2009. Our results show that households with householders at both ends of age spectrum (juniors up to 25 and seniors over 60) had extremely (i.e. minimal and maximal) at-risk-of-poverty rates between 2005 and 2009, regardless of sex. The proportion of junior households below the poverty line was about seven times higher than the proportion of senior households. Sex of the householder has significant impact on the proportion of households below the poverty line in all age categories and over the whole monitored period. A female householder doubles the risk at the junior category and raises the risk eight times at the senior category in comparison to a male householder. Trend of at-risk-of-poverty-rate over the monitored period was quite stable in all age categories regardless of sex of the householder. The trend in the junior category is almost constant, the two following age categories show decrease and the two oldest categories increase. The situation of junior households is still unfavourable, the situation of the two middle-age categories (25-55] improves, while the situation of the oldest (55-100] gradually deteriorates. Acknowledgement The research was supported by project of Grant Agency of the Czech Republic no. 402/09/0515 with title: “Analysis and modelling of financial power of Czech and Slovak Households”. References [1]
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LATVIAN GDP: TIME SERIES FORECASTING USING VECTOR AUTO REGRESSION BEZRUCKO Aleksandrs, (LV) Abstract: The target goal of this work is to develop a methodology of forecasting Latvian GDP using ARMA (AutoRegressive-Moving-Average) and VAR methods. The paper follows up with the papers published in the proceedings of the APLIMAT journal in 2011 – see [1]. The algorithm is developed for finding optimal time series model for GDP forecasting. Latvian GDP data with quarterly observation frequency is taken as time series. ARMA and VAR Analysis of Latvian GDP, M2X and inflation indicators time series is performed. The set of models has been constructed. In order to check the accuracy of models, different residual tests are performed: autocorrelation, Portmaneteau, heteroscedasticity and normality of residual distribution. Models are compared in their forecast quality. Keywords and phrases: time series, Gross Domestic Product, Inflation, VAR (Vector Auto Regression), Residual tests, Serial Correlation



1



Introduction



The urgency of use of VAR models for an estimation of macroeconomic indicators doesn't cause today any doubts. It has been proved by And Sims (one of the main promoters of the use of vector autoregression in empirical macroeconomics, and contributed to the development of Bayes estimators for vector autoregression) in the works on use of VAR-models, which have received the The Nobel Prize in Economic Sciences in 2011 “for their empirical research on cause and effect in the macroeconomy". The analysis and forecast of GDP for any time and any country is important task for economists, policy makers and entrepreneurs. These researches are consisting of many objective and subjective factors. The base of this work is taken from previous paper [1] and a research has continued taken into account Vector Auto Regression. Different methods of econometrical modelling have been analyzed. For example, analysis methods for German GDP forecast that are described by Lutkepohl in “Applied Time Series Analysis” [2]. Lutkepohl described different ways of ARMA and Residual analysis of time series. In this paper author uses familiar methods of statistical analysis of time series for forecasting Latvian GDP. Computer software enabled the author to perform the search for



Aplimat – Journal of Applied Mathematics the best models for certain time series. Based on the analysis of these models, a search algorithm of optimal model is created. A lot of attention is given to use VAR-models. In order to find an optimal model of forecasting Latvian Gross Domestic Product, three different cases of Latvian GDP series with quarterly observation frequency are taken. The first case is quarterly Latvian GDP series in levels (Latvian lats), the second case is same data in percentage growth and in the third case different VAR models are build using Latvian GDP, Inflation and M2X cash mass data. The GDP series are given in Figure 1, Comparison with M2X and inflation data are given in Figure 2. The time series length is T = 57. The time series is taken from the first quarter of year 1995 till the first quarter of year 2009. All searches and forecasts are made using econometrical software EViews 6.0.



Figure 1 Latvian GDP (Lats) 1995Q1-2009Q1



2



Figure 2 Inflation (%) / GDP (Lats) / M2X (Lats) 1995Q12009Q1



Analysis description



2.1. The analysis of criteria ARMA case: At the first stage of choosing the best model, 3 criteria are analyzed: Akaike info, Schwarz and Hannan-Quinn. VAR case: 2 criteria are analyzed: Akaike info and Schwarz Constructing of ARMA and VAR models occurs in parallel, but separately from each other. The best model has minimal values. At this stage models with best criteria are taken. ARMA and VAR Analysis are performed in EViews program language and statistical criteria represent the result of the program (Fig.3).



Figure 3 ARMA Analysis in EViews 6.0
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Aplimat – Journal of Applied Mathematics The R-squared (R2) statistic measures the success of the regression in predicting the values of the dependent variable within the sample. In standard settings, R2 may be interpreted as the fraction of the variance of the dependent variable explained by the independent variables. The statistic will equal one if the regression fits perfectly, and zero if it fits no better than the simple mean of the dependent variable. It can be negative for a number of reasons. For example, if the regression does not have an intercept or constant, if the regression contains coefficient restrictions, or if the estimation method is two-stage least squares or ARCH. The Akaike Information Criterion (AIC) is computed as: AIC  2l / T  2k / T where l is the log likelihood. The AIC is often used in model selection for non-nested alternatives-smaller values of the AIC are preferred. For example, you can choose the length of a lag distribution by choosing the specification with the lowest value of the AIC. The Schwarz Criterion (SC) is an alternative to the AIC that imposes a larger penalty for additional coefficients: SC  2l / T  (k log T ) / T 2.2. Residual tests The second stage is represented by Residual tests: ARMA case: Serial Correlation LM test, Histogram – Normality test, Hetereskedasticity ARCH test and Correlogram Square Residual test. Models have passed the test if P Value is higher than 0,1. VAR case: VAR Residual Serial correlation LM test (Fig. 4.) and VAR Residual Portmateau Tests for Autocorrelation. Serial Correlation LM test is an alternative to the Q-statistics for testing serial correlation. The test belongs to the class of asymptotic (large sample) tests known as Lagrange multiplier (LM) tests Serial Correlation LM test has the higher importance because on this step we are concerning with the possibility that our errors exhibit autocorrelation. LM test check for higher order ARMA errors and is applicable whether or not there are lagged dependent variables. The null hypothesis of the LM test is that there is no serial correlation up to lag order p, where p is a pre-specified integer. The local alternative is ARMA(r,q) errors, where the number of lag terms p =max(r,q). Note that this alternative includes both AR(p) and MA(p) error processes, so that the test may have power against a variety of alternative autocorrelation structures. The test tatistic is computed by an auxiliary regression as follows. First, suppose you have estimated the regression: yt   et where β are the estimated coefficients and e are the errors. The test statistic for lag order p is based ^



on the auxiliary regression for the residuals e  y  X :    et  X t      s et  S   t  S 1  Histogram and normality tests are displays a histogram and descriptive statistics of the residuals, including the Jarque-Bera statistic for testing normality. If the residuals are normally distributed, the histogram should be bell-shaped and the Jarque-Bera statistic should not be significant. The Jarque-Bera statistic has a  2 distribution with two degrees of freedom under the null hypothesis of normally distributed errors. [2] The ARCH test is a Lagrange multiplier (LM) test for autoregressive conditional heteroskedasticity (ARCH) in the residuals. This particular heteroskedasticity specification was motivated by the observation that in many financial time series, the magnitude of residuals appeared volume 5 (2012), number 3 
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Aplimat – Journal of Applied Mathematics to be related to the magnitude of recent residuals. ARCH in itself does not invalidate standard LS inference. However, ignoring ARCH effects may result in loss of efficiency. The ARCH LM test statistic is computed from an auxiliary test regression. To test the null hypothesis that there is no ARCH up to order q in the residuals, we run the regression:  q  et2   0     s et2 S   t ,  S 1  where is the residual. This is a regression of the squared residuals on a constant and lagged squared residuals up to order q. The F-statistic is an omitted variable test for the joint significance of all lagged squared residuals. The Obs*R-squared statistic is Engle's LM test statistic, computed as the number of observations times the R2 from the test regression. The exact finite sample distribution of the F-statistic under H0 is not known, but the LM test statistic is asymptotically distributed as a  2 (q ) under quite general conditions. Correlogram of squared residuals test displays the autocorrelations and partial autocorrelations of the squared residuals up to any specified number of lags and computes the Ljung-Box Q-statistics for the corresponding lags. The correlograms of the squared residuals can be used to check autoregressive conditional heteroskedasticity (ARCH) in the residuals. If there is no ARCH in the residuals, the autocorrelations and partial autocorrelations should be zero at all lags and the Q-statistics should not be significant inclusion of ARMA terms. [2]



Figure 4 VAR Residual Serial Correlation in EViews 6.0 Autocorrelation LM Test (Fig.4.) Reports the multivariate LM test statistics for residual serial correlation up to the specified order. The test statistic for lag order h is computed by running an auxiliary regression of the residuals ut on the original right-hand regressors and the lagged residual ut h , where the missing first h values of ut h are filled with zeros. See Johansen (1995, p. 22) for the formula of the LM statistic. Under the null hypothesis of no serial correlation of order h, the LM statistic is asymptotically distributed  2 with k 2 degrees of freedom.
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Figure 5 Portmanteau Tests in EViews 6.0 Portmanteau Autocorrelation Test (Fig.5.) Computes the multivariate Box-Pierce/Ljung-Box Q-statistics for residual serial correlation up to the specified order (see Lütkepohl, 1991, 4.4.21 & 4.4.23 for details). We report both the Qstatistics and the adjusted Q-statistics (with a small sample correction). Under the null hypothesis of no serial correlation up to lag h, both statistics are approximately distributed  2 with degrees of freedom k 2 (h  p) where p is the VAR lag order. The asymptotic distribution is approximate in the sense that it requires the MA coefficients to be zero for lags i  h  p . Therefore, this approximation will be poor if the roots of the AR polynomial are close to one and is small. In fact, the degrees of freedom becomes negative for h  p .



2.3. Out-Of-Samle Forecasting The final evaluation test is “Out-Of-Sample Forecasting”. At this stage forecasts are compared to real data that we have for the period of the last 3 quarters of 2009. 3



The search alorithm



The search algorithm is shown in Figure 7. Step-by-step description looks as follows: Input data: GDP Time series
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Aplimat – Journal of Applied Mathematics 1. Construction of ARMA models in levels and in differences and VAR models separately. Starting from this point the model is divided in two branches and the subsequent steps are carried out in parallel for levels and for differences. 2. Model ARMA Analysis. 3. Performing Residual tests. 4. If during residual tests probability value is less than 10%, the model is excluded from further evaluation. This is not a reliable model. 5. If P Value is higher than 10%, the forecast for specified periods of time is performed. 6. Out of Sample forecasting test. Comparing forecast data with real data. 7. The analysis of the results. Output data: Best model for the GDP Forecasts.



Figure 6 The search algorithm
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Latvian GDP in levels



The analyzed series consist of seasonally unadjusted Latvian quarterly GDP in levels for the period of 1995Q1 – 2009Q1. It is represented in Figure 1. Constructing a model for the logs is more advantageous because the changes in the log series display a more stable variance than the changes in the original series. Time series in logs are shown in Figure 7.



Figure 7 Latvian GDP in logs Table 1 The analysis of criteria (Levels)



Best models: Nr. 5,7,8,12,13,14. Other models are excluded from further evaluation process. The residual test results are given in Table 2. Models Nr.13 and Nr.14 have undergone all tests. Residuals graph of Model Nr. 13 is given in Figure 4.
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Table 2 Residual Test (Levels)



Figure 8 Residuals graph for Model Nr.13 The worst model residuals are given in Figure 5 for comparison.



Figure 9 Residuals graph for Model Nr.9 “Out-Of-Sample Forecasting” test (Table 3) shows that the most real forecasts are gained from models Nr.12: AR(1) SAR(4) MA(4). Absolute difference (0.037) is minimal in this case. The best model has passed all Residual tests except Normality. The second and the third results are shown by models Nr. 7 and Nr.13., which have passed almost all residual tests except Nr.7., which also did not pass the Normality test. Table 3 212 
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Out-Of-Sample Forecasting (Levels)



5



Latvian GDP in percentage growth



All evaluations are made with Latvian GDP. The differences and the log difference of time series are shown in Figure 6. The log difference displays a more stable variance than the changes in the original series.



Figure 1 Residuals of time series in differences and in log differences



Table 4 The analysis of criteria (Difference)



Models with the best criteria: Nr. 7, 8, 11, 12, 13, 14. Other models are excluded from further evaluation process.
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Table 5 Residual Test (Difference)



Models Nr. 8, 13, 14 have completed all tests. Model Nr. 12 also has good statistic. “Out-OfSample” forecasting test (Table 6) shows that the most real forecasts are gained from models Nr.11: AR(2) SAR(4). Absolute difference (0.037) is minimal in this case. This model did not complete the histogram test, but passed all other residual tests. The second result belongs to model Nr.7, which has the same problem with Normality test. Third result is shown by model Nr.14 – this model passed all residual tests.



Table 6 Out-Of-Sample Forecasting (Difference)



6



Vector auto regression



The analyzed series consist of seasonally unadjusted Latvian GDP, Inflation and M2X cash mass data indicators in for the period of 1995Q1 – 2009Q1 with quarterly observation. It is represented in Figure 2. M2X and GDP data are constructed in logs. Constructing a model for the logs is more advantageous because the changes in the log series display a more stable variance than the changes in the original series. Inflation time series is taken as is, because in some points it has negative values. Time series are shown in Figure 2.



Table 7 The analysis of criteria and residual tests for VAR models
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Aplimat – Journal of Applied Mathematics Model analysis and the residual test results are given in Table 7. After carrying out of the analysis of model it is appreciable that best models are Nr. 4,5,10. In the residual tests case best model are Nr. 4,7,8. In Figure 7 we can see residual analysis for model Nr.1 that are performed in EViews software.



Figure 7 Residuals of time series in VAR model (Nr.1.) Table 8 Out-Of-Sample Forecasting (VAR)



“Out-Of-Sample Forecasting” test (Table 8) shows that the most real forecasts are gained from models Nr. 10. The absolute difference is equal to 9,476 percents. The second and the third results are shown by models Nr. 3 and Nr.1. The model Nr.1 has high results in the analysis of models (Akaike and Schwarz Criterion) and in Serial Correlation but did not pass the Portmanteau test. Conclusion In the given paper the search algorithm of optimal time series is described. With a help of statistical modelling the econometric analysis of Latvian GDP is done. Different cases of constructing model are made in levels, in percentage growth and constructing a Vector Auto Regression model. Comparison of 1 and 2 cases shows that case in levels and in differences gave approximately the same result – 3.7% deviation from real data in absolute value for forecasts for 3 steps in future.
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A METHOD TO APPROXIMATE FIRST PASSAGE TIMES DISTRIBUTIONS IN DIRECT TIME MARKOV PROCESSES FERREIRA Manuel Alberto M., (PT), ANDRADE Marina, (PT) Abstract. A numerical method to approximate first passage times distributions in direct Markov processes will be presented. It is useful to compute sojourn times in queue systems, namely in Jackson queuing networks. Using this method (Kiessler et al., 1988) achieved to clear a problem that arises in the Jackson three node acyclic networks sojourn times. Key words. randomisation procedure, sojourn time, Jackson three node acyclic networks



1



Introduction



In this work it will be described a general method, which key is the proceeding called, in the English language literature, “randomisation procedure” to approximate “first passage times” distributions in direct time Markov Processes, being the sojourn times in queue systems a particular case. Call : 0 a regular Markov Process, in continuous time with a countable states space E and a bounded matrix infinitesimal generator Q. The elements of Q are designated by ,



, ,



∈ and 



,



.



∈



designates the



state probability vector: ,



∈ 1 .



X models, for instance, the evolution of a queue system during the sojourn of a given, “marked”, customer in it. The states of E have two main components: i) The queue system state, ii) The “marked” customer position.
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A the states subset that describes the system till the departure of the “marked” customer, and B the state subset that describes the system after the departure of that customer.



Evidently , is a partition of E, - If T is the time that the process spends in A till attaining B, for the first time, T is precisely the sojourn time of the “marked” customer in the queue system. It is supposed that will remain in B, with probability 1 after having attained it for the first time. In fact, as the evolution of the system after the departure of the “marked” customer is irrelevant, it may be supposed that B is a closed set. That is, the process cannot come back to A after reaching B. The quantity of interest is the T distribution function, . Note that ∈



1



∈ ∈



since the presented hypotheses guarantee that



,



0 2 .



After (2) it is concluded that -



2



The problem of computing distribution of in A.



is equivalent to the one of the computation of the transient



The Randomisation Procedure



From section 1 it follows that it is necessary to compute the vector n transition matrix, ,



,



0. Being



,



0, the



0 3



and !



,



0 4 .



The “randomisation procedure” consists in using in (4) an equivalent representation, see (Çinlar, 1975): 1 5 ! where 1



6



is called the “randomised matrix” in English language literature, - I is the identity matrix, and is a positive majorant of the whole , ∈ . 218 
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Although the equation (5) seems more complex than (4), fulfils in fact more favourable computational properties. The most important is that R is a stochastic matrix while Q is not. Consequently, the computation using (5) is stable and using (4) is not, The “randomisation procedure” has an interesting probabilistic meaning, useful to determine bounds for . In fact, being R a stochastic matrix, it defines a discrete time Markov Process :



0, 1, … 7



if it is assumed 0 . With this procedure, the relation between the processes is quite simple as it will be seen next. Extending the discrete time process



and



to a continuous time Markov Process such that



i) The time intervals between jumps are exponential random variables i.i.d. with mean ii) The jumps are commanded by R. In (Melamed and Yadin, 1984) it is shown that the resulting process is precisely the original process ; but when there is a sequence of jumps in from the state ∈ , this will be noticed in as a long sojourn in state x. So, the “randomisation procedure” may be interpreted as a sowing in the process with “fake” random jumps between the true jumps. The resulting process, designated by , at which the “fake” jumps are visible, has the same probabilistic structure than but with an advantage: -



The sequence of the jump instants in , “fake” and “true”, is now a Poisson Process. This is not, in general, the case of .



Note that



is the state of



in the instant of the nth jump, “fake” or “true”.



Suppose that reaches the set B in its nth jump. Consequently the sojourn time, and so also the , in A is the sum of n exponential independent random variables with mean . That is the sojourn time has a n order Erlang distribution with parameter . Its distribution function will be designated . , Be



the probability that



reaches B in its nth jump. Call



the state probability vector of



:



8 . The quantities



are given by the equivalent formulae: ,



0 



∈



, ∈
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,



0 



∈



, ∈



0 10 .



∈



and, noting that ∑



Given the probabilities



,



,



1



1, it is obtained 0 11 ,



1 …



1



,



1, 2, … 12 .



The formula (12) for m = 1 is 1 being H the number of context.



13



jumps till reaching B. Expression (13) is the Little’s Formula in this



Equation (11) allows obtaining simple bounds for that may, in principle, to become arbitrarily close. Equation (12) allows to obtain , in principle, so close of as wished. So, given any integer 0 14 where



,



1



,



0 15 ,



,



,



0 16



and ,



where



, 



1, 2, …. 17 



1 ,
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0, k is chosen in accordance with the rule 0:



1



, 19



or equivalently 0:



, 20 ∈



and 3



, uniformely in 



0. ∎



Concluding Remarks



The main problem in the application of the method presented, that in principle would solve any computation problems related to the distribution of sojourn times, stays in the difficulty of the computation. In fact, for it, it is necessary to compute the vectors but only in the subset A of the states space. When states space E is finite, has it happens, for instance in the case of closed queue networks, both and can, at first glance, be computed exactly, apart the mistakes brought by the approximations. In practice the states space is often infinite or, although finite prohibitively great. In this situations it is mandatory to truncate E. So, it must be considered a new level of approximation since the , , etc. must also be approximated now. In fact, what is viable to obtain is minorants because the E truncation is translated in probability loss (Melamed and Yadin, 1984a). So, with these approximate values, (14) and (17) go on being valid but -



The uniform convergence property seen above is lost, The rules analogous to (19) and (20) are not equivalent. The one generated by (19) may be even unviable and in practice it is used only the one generated by (20) (Melamed and Yadin, 1984a).



Using this method (Kiessler et al., 1988) achieved to show that, in a Jackson three node acyclic network, see Figure 1, the total sojourn time distribution function for a customer that follows
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2 p







3



1 1 p



  exogenous arrival rate p  probability of a customer goes to 2 after 1



Figure 1: Jackson Three Node Acyclic Network the path integrated by the nodes 1, 2, and 3 is not the same obtained considering that , and the sojourn times at nodes 1, 2 and 3 respectively are independent although this one, designated by , is a “good” approximation of that one. They show that in some particular cases it was not true that ,



0 21



being and the minorant and the majorant, respectively, of that customer sojourn time distribution function, obtained through the described method. This conclusion is important because, in spite of the dependence between and , see for distribution function. In fact, (Feller, instance (Ferreira, 2010), could be the 1966) presents an example of dependent random variables which sum has the same distribution as if the random variables were independent. Finally note that the formula (12), apparently new, seems to be of great efficiency, although only allows to obtain moments minorants, because its field of application is a broad one. References ANDRADE, M.: A Note on Foundations of Probability. Journal of Mathematics and Technology, vol.. 1 (1), pp 96-98, 2010. [2] ÇINLAR, E.: Introduction to Stochastic Processes. Prentice-Hall, Englewood Cliffs, New Jersey, 1975. [3] DISNEY, R. L. and KÖNIG, D.: Queueing Networks: A Survey of their Radom Processes. SIAM Review, 3, pp. 335-403, 1985. [4] FELLER, W.: An Introduction to Probability Theory and its Applications. Vol. II, John Wiley & Sons, New York, 1966. [5] FERREIRA, M. A. M.: O Tempo de Permanência em Redes de Jackson. Revista de Estatística, 2 (2), pp. 25-44, 1997. [6] FERREIRA, M. A. M.: Correlation Coefficient of the Sojourn Times in Nodes 1 and 3 of Three Node Acyclic Jackson Network. Proceedings of the Third South China International Business Symposium. Vol. 2. Macau, Hong-Kong, Jiangmen (China), pp. 875-881, 1998. 222 
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SOJOURN TIMES IN JACKSON NETWORKS FERREIRA Manuel Alberto M., (PT), ANDRADE Marina, (PT) Abstract. Jackson queuing networks have a lot of practical applications, mainly in the modelling of computation and telecommunications networks. Evidently the time that one customer - a person, a job, a message … – spends in this kind of systems, its sojourn time, is an important measure of its performance. In this work the practical known results about the sojourn time distribution are collected and presented. Key words: Jackson networks, sojourn time, randomisation procedure. Mathematics Subject Classification: 60K35.



1



Introduction



In this work it is intended to present some problems and results that arise in the study of the sojourn time in Jackson networks of queues. These networks have many applications, namely in the modelling of computation and telecommunications networks. And a customer sojourn time, in this kind of system, is evidently an important element to be considered in its performance evaluation. The model of network to be considered in this paper is briefly described in section 2. The main objective of section 3 is the presentation of formula (10) that, in some situations allows the sojourn times moments exact computation. In section 4 it is given a numerical method for the sojourn times distribution function and any order moments computation, adequate to any Jackson network. 2



General Results and Examples



Along this work the sojourn times in a class of Markovian networks of queues, introduced initially by Jackson, see (Jackson, 1957-1963), will be studied. They are called Jackson networks and have only one class of customers. They are composed of J nodes numbered 1,2,..., J . It is usual to put U  1,2,..., J  . In each node there is
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-



Only one server, A queue discipline “first-come-first-served” (FCFS), An infinite waiting capacity.



They are open networks: any customer may enter and leave. The exogenous arrivals process at node j is a Poisson Process at rate j , j  U , independent of the J



exogenous arrivals processes to the other nodes:    j . j 1



The service times at node j are independent and identically distributed, having exponential distribution with parameter  j , j  U , and independent from the other nodes service times. After the completion of a service at node j , a customer is immediately directed to node l with J



probability p jl , or abandons the network with probability q j  1   p jl , j  U . l 1



These probabilities are not influenced by the movements of the other customers in the network. The p jl matrix is called P . The total arrivals rate, exogenous and endogenous, at node j ,  j satisfies the network traffic equations: J



 j   j    l plj , j  1,2,..., J



(1).



l 1



The state of the network at instant t is given by N t   N 1 t ,..., N J t  , where N j t  is the number of customers at node j in instant t , j  1,2,..., J .



j  1, j  1,2,..., J the process N  N t  has stationary, or equilibrium, distribution, see j for instance (Disney and König, 1985), If  j 



 n1 , n2 ,..., n J    1   j   j , n j  0, j  1,2,..., J J



nj



(2).



j 1



Calling S j , W j and X j the sojourn, waiting and service, respectively, times of a customer at node j S j  Wj  X j



(3).



The Jackson networks sojourn times considered in this paper are those of typical customers that, arriving at the network, find the process in an equilibrium state. Call S the sojourn time in the network, that is: the time that goes between the arrival at the network and the departure of one of those customers. If in its path it traverses the nodes 1,2,..., l , S  S1  S 2  ...  S l .
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A network has “feedback” if a customer may come back to the same node after the completion of its service, immediately or in a future instant, A network without “feedback” is an “acyclic” one.



Then some examples of typical Jackson networks usually considered in the study of sojourn times are presented. Simple Queues Series For this Jackson network



1, if l  j  1, j  1,2,..., J  1  p jl   0 otherwise 



 1   ,  j  0, j  2,.., J and  j   , j  1,2,..., J . Figure 1 is a graphical representation of a simple queues series.







1







2



…







J



Figure 1: Simple Queues Series Some important results are: -



-



All customers’ flows, in this network, at stationary state, are Poisson Processes. It is a consequence of it, in stationary state, that the departure process from an M/M/1 queue is a Poisson Process, see for instance (Kelly, 1979), The sojourn times in the various nodes are independent random variables. In (Kelly, 1979) it is presented a demonstration of this statement based on the reversibility concept, The sojourn time at node j is an exponential random variable with parameter  j   , j  1,2,..., J , The waiting times are dependent random variables. See also (Kelly, 1979).



So the sojourn time study in these networks has no difficulty. The same is not true for the waiting time.
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 1 



, where   1 and



   1 , see Figure 2. 1 p



1



 p



Figure 2: M/M/1 Queue with Instantaneous Bernoulli Feedback Call S m the m th customer sojourn time in the network. So, if it is served k times







 











 



i d i 0 S m  t m0 1  t ma 1  t m0 2  t mi 2  ...  t mk 1  t mk 1  t mk  t mk







(4)



where -



0 i is the time that the customer spends passing by the service system in the l th time, t ml  t ml



-



given by the difference between the l th output (0) instant from the server and the one of the l th junction (i) to the queue, t m0 1  t ma 1 is the time that the customer spends passing by the service system for the first time,



-



given by the difference between the first output (0) instant from the server and the one of the arrival (a) to the queue, d i is the time that the customer spends passing by the service system for the last time, t mk  t mk given by the difference between the departure (d) instant from the network and the one of the k th junction (i) to the queue.



Note that K , the number of times that the customer passes by the server, is a random variable and k 1 P K  k   p 1  p  , k  1,2,... .



t



0 ml











i  t ml : l  2,2,... is not a sequence of independent random variables, see (Disney and König,



1985). So it is not possible to make use of the usual statement to sum independent random variables. But it is possible to get an expression to PS m  t  that requires the k steps transition probabilities



for



the



delayed



Markovian



renewal



process N t i  0 , t lo  t li , l  01,2,...



conditioning to the number of times that the customer returns to the queue. Calling that transition probabilities matrix Qik t  , see still (Disney and König, 1985), 228 
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P S m  t     Qik t  p 1  p V



(5)



k 1



where  is the N i (embedded version of N in the input instants) stationary distribution, k is the number of times the customer passes by the server and V is a vector which entries are all 1. So, now, the situation is much more complicated than in the former case owing to the feedback.



The Jackson Three Node Acyclic Network It is a network with three nodes where p12  p , p13  1  p , p 23  1 , p jl  0 in the other cases,



 1   ,  j  0, j  2,3 , 1   ,  2  p and  3   . In equilibrium, all customers’ flows are Poisson Process in this network. 2 p







3



1 1 p



Figure 3: Jackson Three Node Acyclic Network Consequently, -



The sojourn time at node j is a random variable exponentially distributed with parameter  j   j , j  1,2,3 . S1 and S 2 are independent random variables as well as S 2 and S 3 .



This result is valid for any Jackson acyclic network: -



Suppose that a customer follows a path r in a Jackson acyclic network with only one server at each node. If node j belongs to path r , S j is such that P S j  t the followed path is r   1  e











  j  j t



,t  0



(6)



and, if node j is the next to the server after node l , S j and S l are independent random variables. But, - S1 and S 3 are dependent random variables: (Foley and Kiessler, 1989) showed that, in fact, S1 and S 3 are positively correlated. (Ferreira, 1998) showed that if volume 5 (2012), number 3 
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 2  1 1 1  1 1   1 (7)    2  1   2  3                  2   2  1 2 3  1 3  1 3  



and if 1     1 1 1 1 4 1   1 1 2       4    2  2 2 2    2  1  2  3 2   1  2  3   1  2  3  1  3    1   3       p  1     1 1 1 1 4 1   1 1 2      4     1  2 2 2    2  1  2  3 2   1  2  3   1  2  3  1  3    1   3      



1       1 1 1 1 4 1   1 1 2     4     2 2 2 2    2 1 2 3 2 1 2 3  1 2 3  1  3   1  3       1     1 1 1 1 4 1   1 1 2     4     1  2 2 2    2 1 2 3 2 1 2 3  1 2 3  1  3   1  3     



(8)



verify both simultaneously it is possible to guarantee that S1 and S 3 are positively correlated in equilibrium. There are two alternative paths for a customer to go from node 1 to node 3. And a customer that follows by node 2 may be overtaken by another one that goes directly from node 1 to node 3. So, a customer, when arriving at node 3, may meet there another one that was behind it at node 1 or even that had not arrived when it was there. These overtaking customers can delay a certain customer, when it arrives at node 3, for a longer time than that if they were not present. The number of these customers depends, partly, on the number of the customers that arrive while the customer that is being followed is in node 1, partly owing to the supposition of a FCFS discipline. Consequently, the time that a customer waits at node 3 depends on how much time it has waited at node 1. 3



Network Flow Equations



The objective of this section is to present the so called “network flow equations” for the Jackson networks, that allow the deduction of formulae to the computation of sojourn times moments of any order, efficient in some situations. Following the work of (Lemoine, 1987) call an arrival instant, endogenous or exogenous, at node the departure instant from the network of the customer that arrived in , 1, 2, … , , j and so
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is the remaining sojourn time, in the network, for the arrival at node j in the instant 1, 2, … , .



Call the Laplace Transform of the , 1, 2, … , distribution. As N is a strong Markov Process, 1, 2, … , and its and the network state process “seen by the arrivals” is in equilibrium, the , Laplace Transforms are uniquely determined. Dealing with the sojourn time as the life time of a Markov Process – as it will be seen in section 4 – it is possible to show that the Laplace Transforms , 1, 2, … , satisfy an equations system called the “network flow equations”. That is, according with (Lemoine, 1987) -



Being the probability distribution with Laplace Transform probability with Laplace Transform such as ∑



,



0 and 



, there is a distribution



1, 2, … , 9 .



In Jackson networks without “overtaking” the Transforms and are identical for each j. 1, 2, … , the Transforms , 1, 2, … , are uniquely determined by (9). The Given , converse is also true since I – P, being I the identity matrix, is invertible. After (9), by successive derivations, (Lemoine, 1987) showed that -



Network Flow Equations 1, 2, … , and



For



1, 2, …



! ! !



10 .



!



For r = 1, (10) assumes the matrix form 11 . For r = 2 (10) assumes the form 2
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1 ,



1, 2, … , 12 .
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Aplimat – Journal of Applied Mathematics Equality (12) defines a system of J equations and unknowns. In general, when 2, the product terms involving the variables and prevent the exact computation of the sojourn times r order moments; there are too many unknowns and too few equations. In these cases other independent equations are needed to complement (12) in order to be possible to obtain exact solutions. When any pair of nodes in the network is connected by, in the maximum, one oriented path and 0, 1, 2, … , , and are independent for . The computation of 1 is irrelevant since 0, 1, 2, … , . In this case (10) becomes a compact recursive formula that allows the computation of any order moments of the sojourn times, , 1, 2, … , . For instance, as, in these conditions, ,



1, 2, … , 13 ,



(12) assumes the form 2



2



,



1, 2, … , 14 .



Applying (14) to the simple queues series 2 2



2



,







1, 2, … ,



        (15)  1



Putting together (15) and (11) it may be concluded that 16 .



For Jackson networks that do not fulfil those conditions, in (Lemoine, 1987) it is suggested to identify adequate Martingale families in N as a process to determine independent equations to complement (10). Applying this proceeding to the M/M/1 queue with instantaneous Bernoulli feedback it was obtained 1



1 1



1
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Sojourn Times Distributions and Moments Numerical Computation



Now it will be described a general method, which key is the proceeding called, in the English language literature “randomisation procedure”, to approximate “first passage times” distributions in direct time Markov Processes, being the sojourn times in queue systems a particular case. Call : 0 a regular Markov Process, in continuous time with a countable states space E and a bounded matrix infinitesimal generator Q. ,



The elements of Q are designated by designates the state probability vector: ,



, ,



∑



∈ and 



∈



,



.



∈ 19 .



X models the evolution of a queue system during the sojourn of a given, “marked”, customer in it. The states of E have two main components: i) The queue system state, ii) The “marked” customer position. Be -



A the states subset that describes the system till the departure of the “marked” customer, and



-



B the states subset that describes the system after the departure of that customer.



Evidently -



,



is a partition of E,



If T is the time that the process spends in A till attaining B, for the first time, T is precisely the sojourn time of the “marked” customer in the network.



It is supposed that will remain in B, with probability 1 after having attained it for the first time. In fact, as the evolution of the system after the departure of the “marked” customer is irrelevant, it may be supposed that B is a closed set. That is, the process cannot come back to A after reaching B. The quantity of interest is the T distribution function, . Note that ∈



1



∈ ∈



since the presented hypotheses guarantee that After (20) it is concluded that - The problem of computing distribution of in A.



,



0 20 .



is equivalent to the one of the computation of the transient



So it is necessary to compute the vector ,



,



0. Being



,



0, the



n transition matrix,



0 21



and
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,



!



0 22 .



The “randomisation procedure” consists in using in (22) an equivalent representation; see (Çinlar, 1975): 1



23



! where 1



24



is called the “randomised matrix” in English language literature, -



I is the identity matrix, and is a positive upper bound for the whole 



,



∈ .



Note that, see (Melamed and Yadin, 1984, 1984a), -



Although the equation (23) seems more complex than (22), it fulfils in fact more favourable computational properties. The most important is that R is a stochastic matrix while Q is not. Consequently, the computation using (23) is stable and using (22) is not, The “randomisation procedure” has an interesting probabilistic meaning, useful to determine bounds for . In fact, being R a stochastic matrix, it defines a discrete time Markov Process :



0, 1, … 25



0 . With this procedure, the relation between the processes if it is assumed is quite simple as it will be seen next. Extend the discrete time process



and



to a continuous time Markov Process such that



i) The time intervals between jumps are exponential random variables i.i.d. with mean 1⁄ ii) The jumps are commanded by R. In (Melamed and Yadin, 1984) it is shown that the resulting process is precisely the original process ; but when there is a sequence of jumps in from the state ∈ to itself, this will be noticed in as a long sojourn in state x. So, the “randomisation procedure” may be interpreted as a sowing in the process with “fake” random jumps between the true jumps. The resulting process, designated by , at which the “fake” jumps are visible, has the same probabilistic structure than but with an advantage: -
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in the instant of the nth jump, “fake” or “true”.



is the state of



Suppose that reaches the set B in its nth jump. Consequently the sojourn time, and so also the , in A is the sum of n exponential independent random variables with mean 1⁄ . That is, the sojourn time has a n order Erlang distribution with parameter . Its distribution function will be designated . , Be



reaches B in its nth jump. Call



the probability that



the state probability vector of



:



26 . The quantities



are given by the equivalent formulae: 0 



, ∈



, ∈



,



0 27



∈



or 1



0 



, ∈



, ∈



0 28 .



∈



and, noting that ∑



Given the probabilities



,



,



1



1, it is obtained



1 …



0 29 ,



1



,



1, 2, … 30 .



The formula (30) for m = 1 is 1



31



being H the number of jumps till reaching B. Expression (31) is the Little’s Formula in this queues context. Equation (29) allows obtaining simple bounds for that may, in principle, to become arbitrarily close. Equation (30) allows obtaining , in principle, so close of as wished. So, given any integer 0 32 where ,
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1



,



,



0 34



and , 



,



1, 2, …. 35



where 1



1 …



,



1



,



1, 2, … 36 .



It is easy to prove that Proposition If, for any



0, k is chosen in accordance with the rule 0:



1



, 37



or equivalently 0:



, 38 ∈



and 



, uniformely in 



0. ∎



The main problem in the application of the method presented, that in principle would solve any computation problems related to the distribution of sojourn times, stays in the difficulty of the but only in the subset A of the computation. In fact, for it, it is necessary to compute the vectors states space. When states space E is finite, as it happens in the case of closed networks, both and can, at first glance, be computed exactly, apart the mistakes brought by the approximations. In practice the states space is often infinite or, although finite, prohibitively great. In this situations it is mandatory to truncate E. So, it must be considered a new level of approximation since the , , etc. must also be approximated now. In fact, what are viable to obtain is lower bounds because the E truncation is translated in probability loss (Melamed and Yadin, 1984a). So, with these approximate values, (32) and (35) go on being valid but -



The uniform convergence property seen above is lost,



-



The rules analogous to (37) and (38) are not equivalent. The one generated by (37) may be even unviable and in practice it is used only the one generated by (38) (Melamed and Yadin, 1984a).



Using this method (Kiessler et al., 1988) achieved to show that, in a Jackson three node acyclic network, the total sojourn time distribution function for a customer that follows the path integrated 236 
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0 39



being and the lower bound and the upper bound, respectively, of that customer sojourn time distribution function, obtained through the described method. could be This conclusion is important because, in spite of the dependence between and , the S distribution function. In fact, (Feller, 1966) presents an example of dependent random variables which sum has the same distribution as if the random variables were independent. Finally note that the formula (30), apparently new, seems to be more efficient than (10), although only allows to obtain moments lower bounds, because its field of application is much greater. 5



Conclusions



The sojourn time has an evident practice interest. And is and has been intensively studied. Evidently the problem of the computation of the sojourn times in networks of queues is one of the most difficult in these networks study. In fact, analytic solutions are the exception and not the rule. And, when existing, are quite rough. The most of the known works only present results on sojourn time distributions for only one customer in paths without overtaking with FCFS disciplines in the nodes. It seems that still there are not results for simultaneous distributions of various customers sojourn times. It follows, from the examples seen in section 2, that the sojourn times, at Jackson networks computations, difficulties occur when there are feedback and overtaking. In the first case the input server process is not a Poisson Process, becoming everything more complex. In the second case dependencies exist among a customer sojourn times in the various nodes, simultaneously complicated and subtle, that make the total sojourn time computation difficult even if the sojourn times in each node are easy to compute. From all this it results the interest of the methods presented in sections 3 and 4 to compute exactly and approximately the quantities related with the Jackson networks sojourn times.
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COPULA BASED SEMIPARAMETRIC REGRESSIVE MODELS FJODOROVS Jegors, (LV),



MATVEJEVS Andrejs, (LV) 



Abstract. This paper studies the estimation of copula-based semi parametric stationary Markov models. Described models allow us evaluate the parameters of copula, which has the best fit to previously selected model (simple estimators of the marginal distribution and the copula parameter are provided). These copula-based models are characterized by nonparametric marginal distributions and parametric copula functions, while the copulas capture all the scalefree temporal dependence of the processes. In our copula dependence study we used MatLab, which help to evaluate copula parameters and choose the best copula class, based on log likelihood estimation, for the selected financial market data. Also, using this MatLab we made VIX option index simulation - found the best copula fit under our condition and show the evaluation steps for copula based semi parametric autoregression. Key words: copula, diffusion processes, time series, semi parametric regressions, VIX index. Mathematics Subject Classification: 60J70, 62M10, 47D07



1.



Introduction



The possibility of identifying nonlinear time series using nonparametric estimates of the conditional mean and conditional variance were studied in many papers (see, for example, [1], and references there). As a rule analyzing the dependence structure of stationary time series { } regressive models defined by invariant marginal distributions and copula functions that capture the temporal dependence of the processes. As it indicated in [1] this permits to separate out the temporal dependence (such as tail dependence) from the marginal behavior (such as fat tails) of a time series. One more advantage of this type regressive approach is a possibility to apply probabilistic limit theorems for transition from deference equations to continuous time stochastic differential equations ([2], [3]). In our paper we also study a class of copula-based semi parametric stationary Markov models in a form of scalar difference equation t  Z : X t  X t 1  f ( X t 1 ,  )  g ( X t 1 ,  ) t (1) where { t , t  Z } is i.i.d., N(0; 1), and  is a small positive parameter, which will be used for diffusion approximation of (1). Regressions (1) are high-usage equations for simulation and



Aplimat – Journal of Applied Mathematics parameter estimation of stochastic volatility models ([2]). But unfortunately defined by (1) Markov chain has incompact phase space that complicates an application of probabilistic limit theorem. Copula approach helps to simplify asymptotic analysis of (1). Let us remember that to construct a copula C(u; v) for pair { X t 1, X t } from (1) one should find a marginal invariant distribution F(x) for X t and to substitute this in joint distribution function H ( x, y )  P( X t 1  x, X t  y ) , that is, C (u , v)  H ( F 1 (u ), F 1 (v)) and H ( x, y )  C ( F ( x), F ( y )) . Due to persistence of small parameter    after a substitution U t  F ( X t ) in equation (1) for a further diffusion approximation one can write a difference equation in a same form like (1): t  Z : U t  U t 1  f (U t 1 ,  )  g (U t 1 ,  ) t



(2)



But now this equation defines Markov chain on the compact [0, 1]. This makes easier formulate construction for transition probability and further estimators of functions fˆ (u ) and fˆ (u ) . After diffusion approximation of (2) one can make inverse substitution and derive stochastic differential equation as diffusion approximation for (1). In the copula approach to univariate time series modeling, the finite dimensional distributions of the time series are generated by copulas. By coupling different marginal distributions with different copula functions, copula-based time series models are able to model a wide variety of marginal behaviors (such as skewness and fat tails) and dependence properties (such as clusters, positive or negative tail dependence). (see Darsow et al. (1992) [4] and Joe (1997)[5]). Described algorithm allow us evaluate the parameters of copula, which has the best fit to previously selected model. In our copula dependence study we used MatLab, which help to evaluate copula parameters and choose the best copula class, based on log likelihood estimation, for the selected financial market data. These copula based models are easy to simulate, and can be expressed as semi parametric regression transformation models. Also, using this MatLab we made VIX option index simulation - found the best copula fit under our condition and built semi parametric autoregression. The paper is structured as follows. Section 2 gives a brief review of the copula functions definition. Section 3 describes our approach. In Section 4 we report our results for the VIX index data Section 5 concludes and discusses several possible avenues of future research.    



2.



Copula functions



Copulas became popular in the finance and insurance community in the past years, where modeling and estimating the dependence structure between several univariate time series are of great interest; see Frees and Valdez (1998) [6] and Embrechts et al. (2002) [7] for reviews. A copula function is a multivariate distribution function with standard uniform marginals. By Sklar’s (1959) [8] theorem, one can always model any multivariate distribution by modeling its marginal distributions and its copula function separately, where the copula captures all the scalefree dependence in the multivariate distribution.  The central result of this theorem, which states that any continuous N-dimensional cumulative distribution function F, evaluated at point x  ( x1 ,  , xn ) can be represented as 242 
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Aplimat – Journal of Applied Mathematics F ( x)  C ( F1 ( x1 ),  , Fn ( xn )), where C is called a copula function and Fi ( xi ) , i  1,  , n are the marginal distributions. The use of copulas therefore splits a complicated problem (finding a multivariate distribution) into two simpler tasks. The first task is to model the univariate marginal distributions and the second task is finding a copula that summarises the dependence structure between them. It is also useful to represent of copulas as joint distribution functions of standard uniform random variables: U  F ( X 1 )    and      V  F ( X 2 )   C (u , v )  P (U  u ,V  v )



The outcome of uniform random variables falls into the interval [0, 1], therefore the domain of a copula must be the N-dimensional unit cube. Similarly, because the mapping represents a probability, the range of the copula must also be the unit interval. Also, it is easy to determine the value of a copula on the border of its domain. When one argument equals zero, the probability of any joint event must also be zero. Similarly, when all but one of the inputs are equal to one the joint probability must be equal to the (marginal) probability of the argument that does not equal one. Finally, the function must be increasing in all its arguments. Besides the standard distribution functions, copulas have associated densities: c(u, v) 



 2C (u, v) uv



which permit the bivariate density f(u; v) as the product of the copula density and the density functions of the margins



f (u, v)  c( F1 (u ), F2 (v)) f1 (u ) f 2 (v) This expression indicates how the simple product of two marginal distributions will fail to properly measure the joint distribution of two asset prices unless they are in fact independent and the dependence information captured by the copula density, c( F1 (u), F2 (v)) ; is normalized to unity.    



3.



Evaluation of parameters for the semi parametric regression model



Copula based semi parametric models are characterized by conditional heteroscedasticity and have been often used in modeling the variability of statistical data. In paper [1] the basic idea was to apply a local linear regression to the squared residuals for finding the unknown functions f and g. Our methodology builds on the finding conditional expectation of the first and second order. Let {Yt } be a stationary Markov process of order 1 with continuous state space. Then its probabilistic properties are completely determined by the joint distribution function of {Yt 1} and {Yt } . For the determination of the copula based model we should use Markov model in the scalar difference equation form: t  Z : X t  X t 1   f ( X t 1 ,  )   g ( X t 1 ,  )t   Where
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Aplimat – Journal of Applied Mathematics Et  0, DEt  1, {t , t  Z } is i.i.d. N (0,1) And our goal reduced to the estimation of conditional moments, which will be our base regression model parameters: g ( X t 1 ,  )  ? and f ( X t 1 ,  )  ? As was mentioned above it is not easy task, especially this representation complicates an application of probabilistic limit theorem. That is why; if we have stationary distribution our suggestion is to find parameters through Markov chain using copula approach. Firstly, let’s show that copula distribution density equals Markov chain transition density: y



P( X t 1  y )  F ( y ) 



 p( z )dz







P ( X t 1  A / X t )  P ( X , A)   p ( x, y )dy A



P ( X t 1  A, X t  B )   p ( z , A)dz   p ( z , y ) p ( z )dzdy   P ( x, A)dF ( x)  A



AB



  p ( x, y ) p ( z )dF ( x)dy BA



C ( F ( y ), F ( x)  P( X t 1  y, X t  x)   p( z, u ) p( z )dzdu p ( x, y ) 



 2C ( F ( y ), F ( x)) p( y ) xy



As the result we see that Markov transition density is copula density. Secondly, we should expand our semi parametric regression into Taylor series: F ( X t )  F ( X t 1 )  F ' ( X t )f ( X t 1 ,  )  F ' ( X t )g ( X t 1 ,  ) t 



And due to persistence of the small parameter  , we can rewrite our expression is:           



 



 



t  Z : U t  U t 1  f (U t 1 ,  )  g (U t 1 ,  ) t (3)  f (U t 1 ,  )  E (U t | U t 1  u )  ?                                                                       



g (U t 1 ,  )  E ((U t 1  f (U t 1 ,  )) 2 | U t 1  u )  ?



                                        (4)



 



After conditional expectations of (3) and (4) evaluation one can make inverse substitution and derive stochastic differential equation as diffusion approximation for the base semi parametric model (1). Of course, our algorithm works only if inverse function exists. For example, Gamble copula, which don’t have standard inverse function. Now we derived a tool for model (1) parameters evaluation. For describing our idea briefly, let’s take a look in the next section how works our algorithm with the true market data. 4.



Practical approach of the proposed algorithm



We’ll analyze the VIX - Market Volatility Index – daily data from 31.03.2007. to 10.12.2011. The VIX is a market mechanism that measures the 30-day forward implied volatility of the underlying 244 
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Aplimat – Journal of Applied Mathematics index, the S&P 500. Being able to meaningfully interpret movements in the VIX and its reaction to market events can give investors an edge in managing the risk and profitability of their trading book and in designing portfolio strategies using VIX derivatives to capitalize on the dynamic and timevarying correlation of the VIX with its underlying S&P 500 Index. Let’s built for this option index semi parametric copula based model, using AIC and BIC criteria. An easiest way of parameters estimating of the semi regressive model for the VIX index would be to hold the algorithm: - Simulate U t points which is R[0,1] (uniform) or transform the existing sample into R[0,1]; -



Build scatter plot for (U t 1 ,U t ) ;



-



Make several statistical tests to find the suited distribution of data;



-



Taking into account scatter plot and distribution of data try to choose copula from existing class or build your own copula, if you know marginal distributions;



-



Test copula consistency to data (for example AIB and BIC);



-



Find regression parameters.



Using Matlab program we have built scatter plots for VIX index transformed into uniform distribution (R[0,1]) and non transformed data.



Graph1. Scatter plot for non transformed into R[0,1] VIX index data
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  Graph 2. Scatter plot for transformed into R[0,1] VIX index data



An important issue faced by an applied researcher interested in using the class of semi parametric copula-based time series models is the choice of an appropriate parametric copula. In different papers Chen et al. (2003) [9] propose two simple tests for the correct specification of a parametric copula in the context of modeling the contemporaneous dependence between several univariate time series and of the innovations of univariate GARCH models used to filter each univariate time series; (2) Chen and Fan (2004b) [10] establish pseudo-likelihood ratio tests for selection of parametric copula models for multivariate i.i.d. observations under copula misspecification [1]. But our suggestion is simpler – we can choose the best copula fit using AIC and BIC criteria or using  2 test for data distribution. We take for different copula comparisons AIC and BIC (see Table 1).  



Most common types of copula in finance



 



  Graph 3. Scatter plot for transformed into R[0,1] VIX index data



246 



volume 5 (2012), number 3



Aplimat – Journal of Applied Mathematics For the first copula choosing step it is reasonable to compare graphical parametric copulas with VIX data scatter plot (Graph 2). As we can see the most suitable copulas for our data are Gumbel, Frank and Normal. For this sample of copulas is useful to calculate AIC and BIC criteria. Copula Gumbel copula Frank copula Normal copula



AIC -124,1 -267,4 -230,3



BIC -119,3 -261,5 -227,9



Table 1.  AIC and BIC criteria for VIX index data.    Taking into account AIC and BIC criteria we should choose Frank copula for further model estimation. Let see how to derive semi parametric regression parameters using Frank copula representation:  gu gu              (5)  C (ut 1 , ut )   a 1 ln 1  t 1 t     gut  e  aut  1   g 1   And insert expression (5) into conditional expectation, we get our parameters: 1 1 1 1 C ut 1 , ut  E U t 1 | U t  u    ut 1 dFut 1 |ut u    ut 1 p ut 1 | ut  dut 1   ut 1 dut 1   ut 1 cut 1 , ut dut 1 ut 1ut 0 0 0 0 1
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(6)



2



1



1



 



g(U t 1 | U t  u   E ((U t 1  f (U t ) 2 / U t  u )   (U t 1  f (U t ) 2 cU t 1 , U t dU t 1  
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0



It is impossible to solve analytically (5) and (6) expressions. But numerically it is doable for example in the Matlab. For the Frank copula we can use inverse function with the aim to return to our base equation (1). Of course, if we want use this model in practice, it is crucial to compare different class models which could be suitable for this data. This can give applied added value for this method. But if we deal with copulas we should not skip some facts. For example, it is not easy to say which parametric copula best fits a given dataset, since some copulas may fit better near the center and other near the tails and many copulas do not have moments that are directly related to the Pearson correlation, it is difficult to compare financial models based on correlation. Conclusions and further work



The algorithm for copula simulation and semi parametric regression coefficients finding through Markov chain have been presented. For Option VIX index data was found via MatLab the best fitted copula model, which is Frank copula. According to this copula, were shown principals of the semi parametric regression model coefficients evaluation. The next step in this research can be evaluating of the applied characteristic of the copula based semi parametric model as well as studying efficient estimation of conditional variance function in stochastic regression and to build continuous stochastic model using limit theorems.
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NONSMOOTH FUNCTION APPROXIMATION IN PRACTICAL CHANGE POINT PROBLEM ´ Jana, (CZ), MAREK Jaroslav, (CZ), HECKENBERGEROVA ˇ ´ Jitka, (CZ), TUCEK ˇ SOUCKOV A Pavel, (CZ)



Abstract. Indirect method for evaluation of critical micelle concentration, owning to their wide application potential, are in the great interest of the chemist community. In this article we propose regression models based on explicitly defined nonsmooth functions for approximation dependence of micelle concentration and voltage potential. The main goal is to find the change point of approximation function and determine the value of critical micelle concentration including its uncertainty. Key words and phrases. Critical micelle concentration, Nonlinear regression model, Linearization, BLUE, Least Squares Method. Mathematics Subject Classification. Primary 62J02, 62J05; Secondary 62B15



1



Introduction



Paper presents the solution of actual problem solved within chemistry community. They are currently looking for general algorithm that determinates the change point of micelle concentration known as critical micelle concentration (CMC). The critical micelle concentration is deﬁned as relatively small range of concentration of surfactant above which micelles are spontaneously formed. The value of the CMC is important parameter for characterization of each micelle-forming compound/surface active compound. Electrochemical techniques are not least important group used to observation of micelle aggregation. Conductivity measurement is the most widely used electrochemical method for CMC determination. Formation of micelle can be indirectly measured by a cyclic voltametric method on a hanging memory drop electrode without electrochemical active probe [1]. Previously, values of CMC were evaluated from concentration dependence as the intersection of two straight lines. The approximation lines were intuitively interlaid through concentration data, therefore CMC value was not accompanied with its precision or its uncertainty.



Aplimat - Journal of Applied Mathematics In this paper, we suggest to use statistical regression models to solve CMC evaluation problem. In statistical point of view, CMC can be deﬁned as a change point in the behavior of the micelle. For estimation of CMC value augmented with its variance, it is required to ﬁnd/design suitable regression models either with or without additional constraints [2], [3]. First CMC algorithm, introduced in this paper, is based on two straight lines approximation, same as standard CMC evaluation methods. Next proposed approximations is using two quadratic functions with one intersection. Last but deﬁnitely not least CMC algorithm is combining advantages of previous algorithms and it is based on assumption of concavity of both quadratic approximation functions. The presumption of concavity comes from data character and surprising failure of previous algorithm. All designed algorithms are tested on real data-sets and compared by the variance of change point, coeﬃcient of determination and residual variance. Employment of these brand-new algorithms to chemical research will beneﬁt whole chemistry community dealing with CMC evaluation problem. After all, they will gain simple and general tool for determination of critical micelle concentration value including its uncertainty. This paper consists 4 sections. Section 2 describes statistical theory in background of CMC algorithms, especially the model of incomplete measurement without constrains and linearization of nonlinear models. Three designed CMC algorithms are summarized and evaluated in following Section 3. Last section contains major conclusions and directions of future work. 2



Statistical background



In the ﬁrst section, parts of the theory of nonlinear regression models are presented. See [2], [3] or [4]. Major accent is given to the model of incomplete measurement without constrains and to the properties of unknown parameter estimator. Best Linear Unbiased Estimator (BLUE) is derivated with the help of Least Squares Method and its variance follows from matrix theory. In the following part, description of linearization process is presented. It shows us the procedure how to transform the nonlinear regression model to the linear one. The linearization process is mainly based on the Taylor series expansion and neglecting of the elements with second order and higher. 2.1



Model of incomplete measurement without constrains



Deﬁnition 2.1 The model of incomplete measurement without constrains is given in the form of Y ∼ (Fβ, σ 2 V),



(1)



where Y is n-dimensional random vector of measurements, σ 2 V is known symmetric covariance matrix of type (n × n), F is (n × k)-matrix and β ∈ Rk is vector of unknown parameters. If F is full-ranked in columns so r(F) = k < n and V is a positively deﬁnite matrix then the model (1) is regular. Theorem 2.2 Let Y ∼ Nn (Fβ, σ 2 V)
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Aplimat - Journal of Applied Mathematics be regular regression model of incomplete measurement without constrains, then BLUE (Best Linear Unbiased Estimator) of unknown ﬁrst order parameter β in the model (2) is given by  = (F V−1 F)−1 F V−1 Y. β



(3)



 is in the form of The covariance matrix Var(β)    = σ 2 F V−1 F −1 . Var(β) and



(4)



   .  ∼ Nk β, Var(β) β



(5)



Proof. The derivation of the relations for the estimators is based on the least-squares method. For details see [2] or [3]. 2.2



Linearization of nonlinear model



Let us assume that measurements are forming together the random vector Y satisfying the nonlinear regression model Y = Φ(β) + ε,



ε ∼ Nn (0, σ 2 V),



(6)



where Φ : Rk → Rn is known nonlinear function, β ∈ Rk is the unknown parameter, Rk is the parametric space and V is the known positive deﬁnite matrix. Further, we consider the point β 0 ∈ Rk and its neighbourhood O(β 0 ) in the parametric space Rk such that the true value of the parameter β is lying inside the O(β 0 ). Additional assumptions about the model (6) are: 1. model is regular at the point β 0 , so r(F) = k where F = 2. for arbitrary β ∈ O(β 0 ) and ∀i, j, l ∈ 1, ..., k :



∂ 3 Φ( β ) ∂βi βj βl



∂ Φ(β ) ∂β







|β 0 ;



= 0.



Above-mentioned assumptions about the model (6) imply that the parameter space Rk can be restricted to the set O(β 0 ), and furthermore the model can be approximated by the quadratic model, i.e.   Y − Φ0 ∼ Nn Fδβ + 12 κ(δβ), σ 2 V , β ∈ O(β 0 ) (7) where



⎞ κ1 (δβ), ⎟ ⎜ .. κ(δβ) = ⎝ ⎠, . κn (δβ), ⎛



Φ0 = Φ(β 0 ),



κi (δβ) = (β − β 0 ) hi (β − β 0 ) , hi =
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∂ 2 Φi ( β ) , ∂β  ∂β 



i = 1, . . . , n.
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Aplimat - Journal of Applied Mathematics Linearization of the quadratic model (7) is made by neglecting the elements of the Taylor series expansion with second order and higher. So resulting linearized model is in form   Y ∼ Nn Φ0 + Fδβ, σ 2 V , where Φ0 = Φ(β 0 ), F =



(8)



∂ Φ(β )



|β 0 and δβ = β − β 0 . Under special circumstances such as β 0 = 0 and Φ(β 0 ) = 0, the linear model can be written as ∂β







  Y ∼ Nn Fβ, σ 2 V .



(9)



It is important to mention that selection of initial parameter β 0 play the signiﬁcant role in whole linearization process. Inappropriate estimation of parameter β can be caused by the low-quality initial solutions. For such cases, it is necessary to evaluate the linearization domain of diﬀerences δβ that are acceptable for linearization of the model. Problem of linearization domains is described and solved in full detail in [3]. 3



Example and Algorithms



Example Formation of sodium dodecyl sulfate (SDS) micelle in phosphate buﬀer system was observed by a cyclic voltametric method on a hanging mercury drop electrode without electrochemical active probe. All measurements of potential for diﬀerent micelle concentrations were arranged to the column vector. Critical micelle concentration (CMC) of SDS have to be determined as the SDS micelle concentration in the change point of desorption peak potentials.



Figure 1: Dependence of potential and SDS micelle concentration - measurements
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Aplimat - Journal of Applied Mathematics Figure 1 illustrates a few examples of source data catching the measurements of potential for diﬀerent concentrations. One can recognize, that critical micelle concentration can be intuitively determined by the data change point in all pictured examples. However, it is also easy to see that the relation between concentration and potential is nonlinear and moreover nonsmooth. The aim of following section is to describe general algorithms for CMC determination. Main target of these algorithms is to ﬁnd or design advisable mathematical model for evaluation of CMC including its uncertainty. Proposed relationships of potential and concentration are nonsmooth functions widely recognized as the most appropriate ones used for the approximation of the measured CMC. 3.1



Algorithm A:



First presented algorithm is based on standard way of critical micelle concentration evaluation. Let us assume, that dependence between potential and concentration is given by two straight lines and CMC is given by their intersection, resp. by their change point. So the measured potentials can be approximated by just one nonsmooth curve of absolute value function which follows, fA (β, x) = β1 x + β2 + β3 |x − β4 |,



(10)



where variable x represents micelle concentrations and β1 , β2 , β3 , β4 are the unknown parameters. Parameter β4 has a special meaning, it determinates the CMC value. It is important to mention, that values of micelle concentration are assumed to be deterministic. Let all measurements of potential be forming n-dimensional random vector Y, then we can design the nonlinear regression model Y = Φ(β) + ε,



ε ∼ Nn (0, σ 2 V),



(11)



where Φi (β) = fA (β, xi ) ∀i = 1, ..., n, xi is micelle concentration corresponding to the measurement Yi and uncertainty of source data is described by standard deviation 0.5 [mV], so covariance matrix of measurements σ 2 V = 0.25 · In . In the next step, linearization of the model (11), we will follow the procedure described in Section 2.2. Let us assume that the initial solution β 0 = 0 and Φ(β 0 ) = 0, then linearized model for CMC Algorithm A is in form   Y ∼ Nn Fβ, σ 2 V , where Fi·







∂fA (xi , β 0 ) ∂fA (xi , β 0 ) ∂fA (xi , β 0 ) ∂fA (xi , β 0 ) ∂fA (xi , β 0 ) = = = , , , ∂β1 ∂β2 ∂β3 ∂β4 ∂β    = xi , 1, | xi − β40 |, |xi − β40 |(−β30 ) , i = 1, . . . , n.



(12)



 is based on formulas form Section 2.1, esEvaluation of unknown parameter estimator β pecially on (3) and (4). Source data from two diﬀerent measurements together with their approximation functions are illustrated in the Figure 2, it is supplemented with numerical results as well. In the ﬁrst case, CMC is evaluated as 6.7492 with variance equal to 0.0406832 , in the other case the CMC corresponds to 4.8555 with standard deviation of 0.05959. Index of determination and residual variance are determined for each example to see proprietress and quality of chosen approximation.
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Figure 2: Resulting potential approximation and CMC evaluation with Algorithm A 3.2



Algorithm B:



In the following algorithm, we have decided to extend piecewise linear function (10) from previous Algorithm A to the quadratic one. Curve approximating the measurements of potential is then deﬁned by fB (β, x) = β1 x2 + β2 x + β3 + β4 |x − β5 |,



(13)



where βi , i = 1, ..., 5, are the unknown parameters and variable x represents micelle concentrations. Value of parameter β5 corresponds to change point of concentration and therefore deﬁnes CMC value. When we build the regression model for random vector of potential measurements, we have to consider the nonlinearity and nonsmoothness of approximating function (13). Resulting nonlinear model is in form Y = Φ(β) + ε,



ε ∼ Nn (0, σ 2 V),



(14)



where Φi (β) = fB (β, xi ) ∀i = 1, ..., n, xi is corresponding concentration and covariance matrix σ 2 V = 0.25 · In . Linearization process of the model (14) is again based on the procedure described in Section 2.2. Let us use the estimator from previous CMC Algorithm A as initial parameter β 0 of linearization, then   Y ∼ Nn Φ0 + Fδβ, σ 2 V , where Φ0 = Φ(β 0 ), δβ = β − β 0 and Fi·







∂fB (xi , β 0 ) ∂fB (xi , β 0 ) ∂fB (xi , β 0 ) ∂fB (xi , β 0 ) ∂fB (xi , β 0 ) ∂fB (xi , β 0 ) = = = , , , , ∂β1 ∂β2 ∂β3 ∂β4 ∂β5 ∂β    = x2i , xi , 1, | xi − β50 |, |xi − β50 |(−β40 ) , i = 1, . . . , n (15)



is linearized form of the model (14). Last but not least, it is necessary to estimate the values of unknown parameter β. As the linearized model (15) is regular model of incomplete measurement without constrains, we can
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Aplimat - Journal of Applied Mathematics use formulas (3) and (4) from Section 2.1. That leads us to  = (F V−1 F)−1 F V−1 (Y − Φ0 ), δβ  = β0 + δβ  and β    = σ 2 F V−1 F −1 . Var(β)



(16)



Figure 3: Resulting potential approximation and CMC evaluation with Algorithm B Figure 3 shows the resulting approximation functions augmented with numerical results for two diﬀerent datasets. For the ﬁrst sample, the result looks very promising; CMC is 6.7584 with standard deviation of 0.0065 and index of determination resp. residual variance shows proprietress of the chosen model. However, everything is negated in the second sample, where the quadratic model (15) completely failed in CMC value determination. Inappropriate estimation arises due to the low-quality initial solutions. Dealing with this issue by linearization domain determination will be part of our future work. 3.3



Algorithm C:



After the failure of Algorithm B, we investigated all test samples to ﬁnd out what happened. Inappropriate estimation of CMC has been observed in 1% of experimental data, where resulting approximation curve became convex. For all other 99% test samples, Algorithm B worked correctly; moreover, indexes of determination were close to unit and approximation functions were concave. Results of this study leads us to the next Algorithm C, where concavity of approximation curve is presumed. Let us assume, that concave piecewise quadratic function approximating voltage potential is given by relationship fC (β, x) = −β12 x2 + β2 x + β3 + β4 |x − β5 |,



(17)



where β1 , β2 , β3 , β4 , β5 are the unknown parameters and x represents the micelle concentrations. Value of −β12 is always non-positive, therefore fC (β, x) is concave function regardless of β1 . Parameter β5 indicates the critical micelle concentration, same as in previous algorithm. The nonlinear, nonsmooth and concave regression model corresponding to chosen approximation is given by Y = Φ(β) + ε,
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ε ∼ Nn (0, σ 2 V),



(18)
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Aplimat - Journal of Applied Mathematics where Y is random vector of potential measurements, Φi (β) = fC (β, xi ) ∀i = 1, ..., n, xi is corresponding concentration and covariance matrix σ 2 V = 0.25 · In . After the linearization process (see Section 2.2), we are getting to   Y ∼ Nn Φ0 + Fδβ, σ 2 V , where initial parameter β 0 is evaluated from resulting function of Algorithm A, Φ0 = Φ(β 0 ), δβ = β − β 0 and 



∂fC (xi , β 0 ) ∂fC (xi , β 0 ) ∂fC (xi , β 0 ) ∂fC (xi , β 0 ) ∂fC (xi , β 0 ) ∂fC (xi , β 0 ) = Fi· = = , , , , ∂β1 ∂β2 ∂β3 ∂β4 ∂β5 ∂β    = −2β10 x2i , xi , 1, | xi − β50 |, |xi − β50 |(−β40 ) , i = 1, . . . , n. (19)  and CMC value follows from equations in (16) and results for Evaluation of estimator β two chosen samples are illustrated in the Figure 4. This time Algorithm C worked correctly for problematic samples as well as for the normal ones; CMC is 4.8615 with standard deviation 0.011 for the second sample.



Figure 4: Resulting potential approximation and CMC evaluation with Algorithm C There is another way how to deal with convexity-concavity approximation problem in this example. We can add the constrain to the regression model such as f  (x) = −K 2 , K ∈ R+ that guarantees the concavity of approximation function f (x). Regression model is then in form of the model of incomplete measurement with the condition type II. Unfortunately, description of following algorithm is beyond the range of this paper. Details about constrained regression model can be found in [2] and [3]. 3.4



Numerical results



To conclude this main section of our paper, all numerical results are summarized in Table 1. Residual sum of squares (Se ) and residual variance (s2 ) are deﬁned commonly as Se =



n  i=1



 i )2 , (Yi − Y



s2 =



Se , n−p



(20)



where Yi and Yi are observed values and estimated values of dependent variable Yi , n is the number of measurements and p is the number of regression parameters. As an additional
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1 1 1 2 2 2



Estimator of Uncertainty of Se s2 change point estimator 2 left 6.7492 0.04072 12.0590 1.73632 3 left 6.7584 0.00652 7.2036 1.20032 4 left 6.7584 0.00652 7.4322 1.21922 2 2 right 4.8555 0.0596 17.2773 2.07832 3 right 7.5765 0.01452 116.1957 4.82072 2 4 right 4.8615 0.0111 21.5302 2.07512



R



Figure



0.99975 0.99988 0.99988 0.99700 0.98373 0.99701



Table 1: Estimator of change point and the criteria of the quality of regression model applied to the measured data



criterion for comparison of the models index of determination is used, which is deﬁned in (21) and ranges from 0 to 1;  n (Yi − Yi )2 R = 1 − ni=1 . (21) 2 (Y − Y ) i i i=1 It is easy to see from Table 1, that critical micelle concentration of two selected samples is 6.75 resp. 4.86. Algorithm A gives us results with highest uncertainty and residual variance. Statistical characteristics looks much better for Algorithm B and the ﬁrst sample; however, ﬁfth line of the Table 1 shows the failure of Algorithm B with incorrect estimator of CMC value, high sum of residual squares and low index of determination. Algorithm C combines advantages of Algorithms A and B together, it does not failed in the critical sample and gives us reasonably good results in statistical point of view. 4



Conclusions



In this paper, the problem of critical micelle concentration determination is solved. Although generally the solution of CMC problem is based on the intersection of two straight lines or two quadratic functions, we designed three diﬀerent regression models grounded in explicitly deﬁned approximation function of voltage potentials. Utilization of regression model into the CMC evaluation provides us CMC estimator augmented with uncertainty. Employment of these brand-new algorithms to chemical research will beneﬁt whole chemistry community dealing with CMC evaluation problem. The aim of future research is deeper investigation of Algorithm B failure. It is necessary to determine linearization domain for initial parameters and deal with convex-concave problem by using regression model with additional constraints for unknown parameters. Acknowledgement This research was supported at the University of Pardubice by MSMT Institutional funds. References [1] MUKERJEE, P., MYSELS, K.J.: Critical Micelle Concentrations of Aqueous Surfactant Systems. Nat. Stand. Ref. Data Ser., Nat. Bur. Stand. (US), Washington, 1971.
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COMPARISON OF TWO BAYESIAN APPROACHES TO SPC JAROŠOVÁ Eva, (CZ) Abstract. Properties of two Bayesian control charts are examined. The m-chart is represented by the credibility interval derived from the posterior distribution of the process mean with the normal prior, the second approach consists in posterior odds determination based on two models involving a change point with a geometric prior. Performance of both types of charts is measured by means of the cumulative probability of false alarm and the median run length. Characteristics are estimated via the simulation study and compared with those of the classical Shewhart chart. Key words. Current mean estimation, change point detection, cumulative probability of false alarm, median run length, posterior odds. Mathematics Subject Classification: 62P10, 62-07



1



Introduction



In last twenty years many manufacturing organizations adopted new production strategies that are characterized by short runs during which only relatively small quantities of parts are made, or by discontinuous production due to frequent product changeover. Conventional Shewhart control charts cannot be applied anymore because in these short-run processes a sufficient amount of data needed to construct control limits is not available. Various frequentist methods have been introduced for analyzing data from these processes, see e.g. [2]. A Bayesian approach seems to be a good solution in situations when only few data are available and yet some decision must be made. Our uncertainty about a quantity, for example the process mean, before observations of the process are obtained, is expressed in form of a prior distribution of this quantity. The posterior distribution is derived making use of both observed data and the prior information. Decisions are then based on the posterior distribution. In this work we confine to normal distribution of observations and to detection of a shift in the process mean. Sustained special causes are assumed that continue until they are identified and removed, what means that the shift is permanent. Two simple methods based on different approaches mentioned above are presented: the Bayes’ estimation of the current mean (m-chart) and the Bayesian change point detection (posterior odds chart). For their use in statistical process



Aplimat – Journal of Applied Mathematics control (SPC), the performance in terms of the risk of false alarm or the speed of detection of a change in the process mean is of the main interest. 2



Bayesian m-chart



Suppose we have a random sample of r observations x  ( x1 , x2 ,..., xr )T from a normal distribution



with mean  and known variance  2 , where  is regarded as a variable with the prior distribution p (  ) . Using the Bayes’ rule, the posterior density of  is given by p (  | x) 



p(  ) p(x |  )



 p(  ) p(x |  )d 



,



(1)



where the likelihood p(x |  ) has the form p(x  ) 



 1 exp   2 r  2 (2 ) 2 1



r



r



 (x  ) i 1



i



2



 . 



(2)



1 r  xi and ignoring the r i 1 i 1 i 1 constant of proportionality in the resultant formula, the posterior density (1) can be expressed in the form  r  p (  ) exp   2 ( x   ) 2   2  . p (  | x)  (3) r  2  p( ) exp   2 2 ( x   )  d 



Using the identity



r



 ( xi   )2  r ( x   )2   ( xi  x )2 , where x 



When the conjugate normal prior p(  ) 



 (   m0 )2  exp    2 w02  2 w02  1



(4)



with hyperparameters m0 and w02 is chosen, we get 2    2 m0  rw02 x   1  p (  | x )  exp  2 2  . 2 2   2  rw02    2 w0 /(  rw0 )  



(5)



It follows that the posterior mean is



m



 2 m0  rw02 x rw02 2 m x.    2  rw02  2  rw02 0  2  rw02



(6)



and the posterior variance is
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w2 



 2 w02



 2  rw02



.



(7)



Suppose samples of fixed size and x1 , x2 ,..., xr instead of individual observations are available. Then the posterior mean and variance are expressed by



m



2  2  rnw02 w2 



m0 



rnw02 x  2  rnw02



 2 w02



 2  rnw02



.



(8)



(9)



r



where x   xi / r . It is convenient to use recursive formulas i 1



  nw2 nw2 mi  1  2 i 1 2  mi 1  2 i 1 2 xi ,   nwi 1    nwi 1 



wi2 



 2 wi21



 2  nwi21



.



(10)



(11)



The hypothesis H 0 :   0 against the two-sided hypothesis H1 :   0 is tested by means of the credibility interval lcli , ucli  mi  u1 / 2 wi , (12) where u1 /2 is the upper  / 2 percentage point of the N (0,1) distribution. Control limits lcli and ucli are computed sequentially for i  1, 2,... . As soon as for some i 0 lies outside the interval, H 0 :   0 is rejected and a signal is given that the process mean has changed. The prior distribution N (m0 , w02 ) expresses our prior belief regarding the mean of the process. Naturally we expect that the mean of the process does not differ from the target value 0 at the beginning of SPC and we put m0  0 . Small w02 corresponds to strong belief about  and it will require more samples than the posterior mi moves so far from 0 that a shift could be detected. The magnitude of the prior parameter w02 , which is the initial value of (11), affects the relative size of weights in (10) and thus the quickness of the reaction to a shift in the mean of the process. Based on the results of simulations, the choice w02   2 / n seems reasonable with regard to the chart’s performance; estimated cumulative probability of false alarm (see further) is sufficiently low and the median run length is the same as for the higher value of w02 .



volume 5 (2012), number 3 



261



Aplimat – Journal of Applied Mathematics



3



Performance of Bayesian m-chart



In the classical Shewhart control chart (under the assumptions of normal distribution and independence), a type I error probability, called a risk of false alarm in SPC, equals to 0.0027. This small level of the risk is a key property in SPC because false alarms can have serious consequences. To enable comparison with other control charts where the probability of false alarm is varying, the cumulative probability that a false alarm will occur within a given number of plotted points can be used. The cumulative probability of false alarm ( CPFA ) of the Shewhart chart can serve as a benchmark when different control charts are examined. When r sequential samples are considered, the probability that at least one false signal will occur within r points is given by CPFA(r )  1  0.9973r . The other important property is run length, i.e. a number of samples taken from a process till a signal occurs. Traditionally, the expected value of run lengths called the average run length (ARL) is used to measure sensitivity of control charts. Large in-control values of ARL and conversely small ARL when a shift in process parameter has occurred are desirable. The run length on the Shewhart chart follows a geometric distribution with the mean 1/ p , where p is the probability of the signal at any sampling time. Owing to the fact that the geometric distribution is quite skewed and its standard deviation is very large, using ARL has been criticized in recent years and the median or other percentiles or the run length distribution are recommended by some analysts. The median run length (MRL) of the Shewhart chart is   log(2) / log(1  p )  , where . denotes the greatest integer function. Properties of the m-chart were examined by means of simulations. The simulation study was realized according to the following scheme: The in-control state of the process was represented by the N (10,1) distribution. When a shift  at the sampling point c was considered, first c  1 samples were generated from N(10,1) and next samples were from N (10   ,1) . As soon as the stopping condition was valid, the particular run was interrupted and the position of the break point recorded to provide the information about when a signal occurred. Under chosen conditions, each run of length 100 at maximum was repeated 10 000 times. CPFA () was estimated through the cumulative proportion of runs (out of 10 000) in which the first signal occurred within the interval < 1, i >. The run length was determined according to i  c  1 , where i corresponds to the breakpoint and c is the shift point. Consequently, the minimum run length is equal to 1. Because of false signal occurrences, the sample size was varying and less than 10 000 when the median was calculated. Values m0  10 and w02   2 / n  1/ n of hyperparameters were chosen. The posterior characteristics and the 99% credibility limits lcli and ucli were computed sequentially. The size of samples ranged from n  1 to n  5 , the position of the shift point varied from c  1 to c  50 . The cumulative proportions of false signals are displayed in Figure 1 together with the corresponding cumulative probabilities of the Shewhart chart given by CPFA(i )  1  0.9973i . The curves represent smoothed bar charts of the cumulative proportions over intervals of width equal to 5 and so they do not start at the origin. It is apparent that the cumulative proportion of false alarms increases slower than the cumulative probability of the Shewhart chart and so the risk of false alarm is sufficiently low for any i  1, 2,... .
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Figure 1. m-chart, estimated CPFA (in-control process) The effect of sample size n on the distribution of run length is illustrated in Figure 2, where the estimated probability mass function of run lengths, i.e. the proportion of cases when given run length was observed, is displayed. Here the shift   1.5 at the sampling point c  10 was considered. As n increases, the run lengths tend to be shorter and exhibit smaller spread.



Figure 2. m-chart, run length distribution (   1.5 , c = 10) The run length distribution depends on the interval to the shift point c. Run lengths tend to increase when a shift occurs later. The increase is most apparent for small shifts and small sample sizes. Table 1 introduces median run lengths for some chosen values of n,  , and c. The median run length of the Shewhart chart is given in the rightmost column.
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Table 1. Bayesian m-chart, median run length c = 1 c = 10 c = 20 c = 30
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Bayesian detection of the change point



Consider that sequential observations from the in-control process follow the distribution f 0 ( xi ) . Then a persistent shift in the mean occurs and another distribution f1 ( xi ) is valid. Suppose that r independent sequential observations x1 ,..., xr are available. Let p(x |  ) denote the joint density function of x  ( x1 ,..., xr )T conditioned by the value of . Then  r  f1 ( xi )  i 1 r   1  f0 ( xi ) f1 ( xi ) i   i 1 r   f0 ( xi )  i 1



p(x |  ) 



 1 2   r



(13)



 r



where   r corresponds to the case when the change point has not occurred until sampling time r. Using Bayes’ rule, the posterior distribution of  given x  ( x1 ,..., xr )T is p( | x) 



p( ) p(x |  ) 



p( ) p(x |  )  



.



(14)



1



With the prior distribution of the change point p ( )  p(1  p) 1 ,   1, 2,... , the posterior probability that the change point has occurred by the rth sampling time is r



Pr(  r | x) 



r
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i 1
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Cancelling out (1  p ) r  f 0 ( xi ) and putting Ri  i 1
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f1 ( xi ) , we have f 0 ( xi )
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(16)



Suppose that n observations are available at each sampling time and sample means xi are obtained. They are assumed to have a normal distribution with mean 0 and variance  2 / n when the process is in control. Denoting f 0 ( xi ) and f1 ( xi ) densities of normal distributions N ( 0 ,  2 / n) and N ( 1 ,  2 / n) , respectively, and assuming 1  0   * , we have



Ri 



 n *2 n *  f1 ( xi )  exp   2  2 ( xi  0 )  f 0 ( xi )   2 



(17)



Equation (7.9) can be rewritten in the form Pr(  r | x r )  r



r



where Z p , r    1 i 



pZ p ,r pZ p , r  1



,



(18)



Ri can be calculated recursively according to (1  p )



Z p ,i 



Rr ( Z p ,i 1  1) for 1  i  r , Z 0  0 . 1 p



(19)



Decision is based on the posterior odds Pr( H1 x r ) Pr( H 0 x r )



 pZ p ,r ,



(20)



where Pr( H1 x)  Pr(  r | x) and Pr( H 0 x r )  1  Pr( H1 x r ) . The posterior odds are calculated sequentially and as soon as pZ p , r 



* , where  * is close to 1 ( 0   *  1 ), the hypothesis H 0 1  *



is rejected and the out-of-control signal is given. This condition is in agreement with the Shiryaev’s stopping rule (see e.g. [4]). The statistic Z p , r which is a part of the posterior odds involves the prior parameter p. Larger values of p imply a relatively high weight given to low values of  and represent our belief that the process may move to the out-of-control state very soon. If there is no reason to expect a change soon after we started the process control, smaller value of p seems to be reasonable. On the other hand, it can be shown that a larger value of p contributes to a higher speed of detection. It is r



r



interesting that pZ p ,r for various p close to 0 and Z r   Ri for p  0 proposed by Roberts [6]  1 i 
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are similar. Consequently, the Shiryaev-Roberts stopping rule can be formulated by means of the



* [4]. 1  * So far the single value 1 representing the out-of-control state of a process has been considered. Usually both positive and negative larger shifts off a target are undesirable. Two statistics R and consequently Z p (or Z) for two values of  * must be calculated, similarly as in the two-sided condition Z r 



CUSUM chart. Under assumption that both directions are of equal importance following formulas can be used:  n *2 n *  Ri  exp   2  2 ( xi  0 )  ,   2 



 n *2 n *  Ri  exp   2  2 ( xi  0 )    2 



(21)



Ri . (1  p )
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r
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In case of the Shiryaev-Roberts statistic similarly Z r and Z r are get for p  0 . Value Z p , r  max{Z p,r , Z p, r } is crucial to possible triggering a signal.



The stopping threshold is derived from some conventional high value of the probability  * . Kenett and Zacks (1998) suggest the value  *  0.95 but it appears that the risk of false signal is too high. The value  *  0.99 and consequently the stopping threshold  * /(1   * )  99 perform well when the posterior odds statistic and known process variance are considered, but  * has to be higher for the S-R statistic (e.g.  *  0.9973 ). As was already noted,  * represents the minimum (positive or negative) shift of the process mean such that the process with the mean 1  0   * is considered to be out of control. Since changes of the mean up to 1.5 are acceptable in Six Sigma methodology, the value  *  1.5 seems to be appropriate. It can be expected that true shifts  for which    * tend to be detected earlier. The prior parameter p affects both the run length and the risk of false alarm. The median run length decreases with the increase of p and it is shortest for the S-R statistic. The simulations indicated the similar run-length performance of the posterior odds with p  0.1 and that of the S-R statistic.



5



Performance of the posterior odds chart



Both pZ p and S-R statistics were studied together to make some comparisons possible, although the latter statistic is not the posterior odds. The basic scheme of the simulation study was the same as before but now the posterior odds pZ p or the S-R statistic were calculated sequentially and the corresponding stopping criteria were applied. The in-control distribution was represented by N (10,1) . The shift  *  1.5 has been chosen to define the out-of-control state. Curves of cumulative proportions of false signals for the posterior odds statistic in Figure 3 exhibit linear increase and indicate that the probability of false alarm at any sample time is constant similarly as in the Shewhart chart. But unlike the Shewhart chart the risk of false alarm decreases
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with the sample size. The curves of cumulative proportions for the S-R statistic were similar and are not displayed. A character of false signal occurrences differs from the m-chart (cf. Figure 1).



Figure 3. Posterior odds chart, estimated CPFA (threshold 99) The run length distribution is not influenced by the position of the shift point. The curves for different values of c overlap and so they are not displayed. Run lengths of course depend on the sample size n, see Figure 4 where   1.5 was considered.



Figure 4. Posterior odds chart, run length distribution, The median run lengths for both the posterior odds and the S-R statistics were mostly identical (see Table 2, where also MRL of the Shewhart chart is displayed).
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Table 2. Posterior odds chart and median run length Post. odds S-R Sh
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Conclusion



It is apparent that under the assumption of know process variance the run-length performance of both charts is worse than the performance of the Shewhart chart, with the exception of individual observations and small shifts about 1.5. Moreover, the m-chart can be usable only soon after the startup. The charts are intended to be used in situations when the classical Shewhart chart cannot be constructed because the lack of data and then the assumption of known variance is spurious. Some possibilities of the process variance estimation were explored by means of simulations. The variance was estimated sequentially similarly as in the self-starting CUSUM chart [3] but results are not shown here. Obviously, some prior information about the variance is required otherwise the performance of these charts is quite poor. References [1] BOLSTAD, W.M.: Introduction to Bayesian Statistics. John Wiley & Sons, Hoboken, 2007. [2] DEL Castillo, E.; GRAYSON, J.M.; MONTGOMERY, D.C.; and RUNGER, G.C.: A Review of Statistical Process Control Techniques for Short Run Manufacturing Systems. In Communications in Statistics – Theory and methods, Vol. 25, No. 11, pp. 2723-2737, 1996. [3] HAWKINS, D.M.: Self-Starting Cusums for Location and Scale. The Statistician 36, pp. 299315, 1987. [4] KENETT, R.S. and ZACKS, S.: Modern Industrial Statistics: Design and Control of Quality and Reliability. Duxbury Press, Belmont CA, 1998. [5] MONTGOMERY, D.C.: Statistical Quality Control: A Modern Introduction, 6th ed. John Wiley & Sons, Inc., Hoboken, 2009. [6] ROBERTS, S.W.: A comparison of some control chart procedures. In Technometrics, Vol. 8, pp. 411-430, 1966. Current address doc. Ing. Eva Jarošová, CSc. Skoda Auto University Tř. Václava Klementa 864 293 60 Mladá Boleslav Czech Republic Phone Number 732469892 e-mail: [email protected]
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QUANTILE CHARACTERISTICS OF CONDITIONAL DISTRIBUTIONS OF FINITE MIXTURES MALÁ Ivana (CZ ) Abstract. In the text conditional distributions of positive value continuous random variable are studied in the case of given information that a value of this variable is less or greater than a given quantity. The variable is supposed to have probability distribution with a density function given as a finite mixture of probability densities. The formulas for the conditional probability density and cumulative distribution function are derived in the text. Moreover, conditional quantile characteristics of location and variability are evaluated as a function of conditions. Per capita income of the households in the Czech Republic in 2008 is modelled with the mixture of three lognormal components and conditional distributions are studied. Conditional densities and conditional characteristics are shown in figures. Key words finite mixture, conditional probability distribution, conditional characteristics, R Mathematics Subject Classification: C13; C51



1



Introduction



In the text conditional distributions of a positive value random variable with continuous distribution given as a finite mixture are analysed. Conditions of interest are described by an additional information that the analysed random variable is less than a given value or it is greater than a given value. It requires only straightforward computations to derive conditional density and conditional distribution function of the variable under the condition that the variable is greater or less than the given quantity. Quantile characteristics of conditional distributions can be evaluated only with the use of numeric procedures. The results are used for the modelling of net annual income per capita (in Czech Crowns, CZK) for the Czech households in 2008. In the case of an analysis of incomes, information that the income is less or greater (the condition that the value is in a given finite interval is not treated in this text) that the given quantity is frequently known. The intervals in this text are of the form (0;z) and (z;∞).



Aplimat – Journal of Applied Mathematics 2



Methods



2.1



Finite mixture of probability distributions



Suppose that a probability distribution of a positive random variable Y is a mixture of K probability densities fj(x;θj). These component densities depend on the unknown (p dimensional) vector parameter θj, j=1,.,K. Mixing probabilities (weights in the mixture) j should fulfil obvious constraints K



 j 1



j



 1, 0   j  1, j  1,.,K .



(1)



Under these assumptions the density of Y is given as a weighted average of densities fj with weights πj (mixing proportions) in the form K



f (y;ψ )    j f j (y;θ j ).



(2)



j 1



The mixture density (2) depends on the vector parameter ψ



ψ  (1 ,., K 1 ,θ j , j  1,.,K ),



(3)



with (K−1) parameters πj and Kp parameters theta. It follows from (2) that a cumulative distribution function of a mixture is defined as K



F (y;ψ )    j F j (y;θ j ),



(4)



j 1



where Fj (x;θ j ) is a distribution function of the j-th distribution. Generally, there is not a close formula for quantiles of a mixture and the 100P% quantile yP can be found from the definition as a (numeric) solution of equality K



F (yP ;ψ )    j F j (yP ;θ j )  P, 0  P  1.



(5)



j 1



For a numeric procedure we have a good first approximation, we can take weighted average of quantiles of components with weights equal to mixing proportions. 2.2



Conditional distributions



In this text we will analyse two possible conditions. For a given positive value of z the conditional distributions of Y given that Y  z and Y  z are of interest. The dependence of quantile characteristics on the value of z is analysed. Suppose that Y has probability density (2) and we have additional information that Y  z. Straightforward computation gives for the cumulative distribution function F  y Y  z  the form (for given z)
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Derivating (6) we obtain conditional density of Y given that Y  z by the formula K



f  y Y  z 



 f  y  



F z



i 1 K
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f j ( y)



0  y  z,



  j Fj ( z )



(7)



i 1



0



otherwise.



The conditional density (7) cannot be written as a mixture of component probability conditional densities fj/Fj of mixture components or as a mixture of densities fj with new weights. For the 100P % quantile we obtain (from (6)) equation K



P  F  y zP Y  z  



 i 1 K
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Fj ( y zP )



  j Fj ( z )



.



i 1



The formula can be rearranged to the equality K



K



i 1



i 1



P   j Fj ( z )    j Fj ( y zP ),



(8)



or PF ( z )  F ( y zP ).



(9)



It means, that 100P-per cent quantile of the conditional distribution is equal to the quantile of the original distribution, the percentage is given by the left part of the equality in (9). This formula corresponds with [3]. In the text the first and the ninth deciles (P=0.1 and 0.9), lower and upper quartiles (P=0.25 and 0.75) and median (P=0.5) were evaluated according to (9) as the functions of the condition z. From these values, characteristics of variability quartile range and deviation in the form y z 0.75  y z 0.25 and 0.5( yz 0.75  y z 0.25 ), as well as these values for decile, can be evaluated. For high values of z we obtain distribution similar to unconditional distribution of Y. Suppose that Y has probability density (2) and we have additional information that Y  z. In this case formulas (6) and (7) turn to formulas F  y Y  z   P Y  y Y  z   0
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f (y ) = f  y Y  z  1  F (y )
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Evaluation of quantile characteristics of this distribution is the same as above if we take conditional density and conditional distribution function form (10) and (11) instead of (6) and (7). Formulas (8) and (9) can be rewritten as K



F  yzP Y  z  
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(12)



It means, that 100P-per cent quantile of the conditional distribution is equal to the quantile of the original distribution, the percentage is given by the right part of the equality in (12). For small values of z the conditional distribution should be similar to the (unconditional) distribution of Y. For high values of z we obtain distribution of large values, in the case of incomes the distribution of high incomes. All computations in this text were performed in R 2.13.1. Functions from the stats-package were used for searching for a root of a function and for a maximum of a function. Moreover, the graphics-package was used for three dimensional graphs (Figures 5-8). For the estimation of parameters in the mixture a package flexmix was used. 3



Data and Results



In the paper, data about Czech households from the Living Conditions Survey (a national module of the European Union Statistics on Income and Living Conditions (EU-SILC)) from 2009 are used, [6]. This dataset (includes 9,911 households) covers incomes of Czech households from 2008. From these data an annual net per capita income (in CZK) was evaluated as a ratio of total net income of a household and a number of members. In the problem of modelling of incomes we have frequently information that the income is less (or grater) than a given amount. The distribution of per capita income was modelled with the use of a mixture of three two-parametric lognormal distributions. In this model we have to estimate two parameters  1 and  2  3  1  ( 1   2 )  and six unknown parameters of the component densities  j ,  2j , i  1, 2,3. Maximum likelihood estimates of these parameters were constructed by maximization of logarithm of likelihood function L n



3



L(ψ )     j i 1 j 1



 (lnyi   j ) 2 exp    2 2j 2 j yi  1



  . 



For this maximization usually EM algorithm is used ([5], [4]). As mentioned above, 8 unknown parameters were estimated with the use of a package flexmix [1]. According to the Akaike´s criterion this model is comparable with more complicated mixture models with more components and it is capable to describe well distribution of per capita incomes. 272 
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Aplimat – Journal of Applied Mathematics In the Table 1 estimates of parameters and maximum likelihood estimates of characteristics of component lognormal distributions are given. Estimated components are ordered according to the expected values, the first component includes 27.5 per cent of households with low incomes, the second 61.3 per cent of households with medium income and the last one contains 11.2 per cent households with high income. The artificial subgroups are constructed and the procedure doesn’t give group membership for households in the sample. The interpretation of components according to the location of incomes mentioned above is clear from the normal components of the mixture model for logarithms of incomes and is valid for lognormal mixture for estimated expected values and medians. If the mode is analysed, for lognormal distribution LN (  ;  2 ) this value is given by 2



formula e   . This formula gives the smallest value of the mode for the third component with the highest values of both estimated parameters  and  2 . This fact can be seen also in the Figure 1. Table 1: Maximum likelihood estimates of parameters and estimated characteristics of the level and variability (in CZK) component j=1 j=2 j=3 ˆ 0.275 0.613 0.112 ˆ 11.681 11.822 11.850 ˆ 0.144 0.382 0.830 expected value 119,535 146,527 197,689 median 118,302 136,216 140,084 mode 115,875 117,721 70,340 standard deviation 17,303 58,079 196,849 coefficient of variation 0.14 0.4 1 These values for components are completed in the Table 2 with the values of characteristics of the mixture. Only estimates of expected value of components can be weighted with component weights Table 2: Sample values and estimates of characteristics of the level and variation for estimated mixture models mode quartile deviation characteristics E(Y) y0.5 D (Y ) sample values 145,277 126,596 93,397 28,379 model 144,834 126,806 115,947 83,550 28,604 to the mixture expected value, remaining values were evaluated from the definition: close form was used for evaluating of standard error and numeric procedures for the evaluating of the mode and quartiles. In this case we can compare sample and estimated values. As expected, for income distribution medians (both sample and estimated) are less than the mean and estimated expected value. In the Figure 1, component densities are shown together with the density of the mixture. In the figure the smallest value of the mode in the third component is visible as it was discussed above.
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Figure 1: Estimated densities of components (dotted lines) and the mixture density (solid line), income in thousands of CZK is on the horizontal axis In the Figure 2 maximum likelihood estimates of quantiles of conditional distributions are shown as a function of z for condition Y  z. For given z (on horizontal axis) the quartile range and the range between the ninth and the first decile are visible. The gap between these values increases with increasing z and it stabilizes for large values of the condition, when these values correspond with characteristics of unconditional model distribution.



Figure 2: Estimated conditional quantiles (in 1,000CZK): the first and the ninth deciles, median, quartiles for the condition Y  z , z in 1,000CZK (horizontal axis) In the Figure 3 estimated quantiles for the conditional distribution of Y given Y  z are presented. For small values of z the conditional distribution is similar to the unconditional distribution, with increasing value of z all characteristics increase with z. In correspondance, differences between quartiles (and deciles) begin from values for unconditional distribution (Y > 0) and increase with increasing value of condition z.
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Figure 3: Estimated conditional quantiles (in 1,000CZK): the first and the ninth deciles, median, quartiles for the condition Y  z , z in 1,000CZK In the Figure 4 values of conditional densities in modes are shown as function of conditions z for both types of conditions. The value of the unconditional mode is shown by the grey line. This value is important for the value of mode as will be shown later.



Figure 4: Maximum values of conditional densities (multiplied by 105 ) as a function of z (horizontal axis in 1,000CZK) for both conditional distributions (condition Y  z left vertical axis, condition Y  z right vertical axis) The mixture density in the Figure 1 is unimodal. For such a distribution it is easy to find modes of conditional distributions, as these values depend on the mode of unconditional distribution (according to the Table 1 115,947 CZK for the analysed model). In the case of condition Y  z , the mode of conditional distribution is equal to the value of the mode of unconditional distribution for z less than mode (the unconditional mode is included in the interval (z;∞)) and to z if the mode is not included in the (z;∞), it means for z greater than unconditional mode. For z less then unconditional mode the conditional densities are unimodal, for z greater than unconditional mode these densities
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Figure 5: Estimated conditional densities for the condition Y  z , z , 100,000 CZK (values of y and z are given in 1,000CZK)
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Figure 6: Estimated conditional densities for the condition Y  z , z > 100,000 CZK (values of y and z are given in 1,000CZK) Suppose now the condition Y  z. If z is less than unconditional mode, the mode of conditional distribution is equal to z (as the value of the unconditional mode is not included in the interval (0;z)). For z grater then unconditional mode, the value of the mode of conditional distribution is equal to the unconditional mode. Conditional densities are increasing functions of y for z  mode (Figure 7) and unimodal for z  mode (Figure 8), and these densities are according to (7) equal to 0 for y  z.
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Figure 7: Estimated conditional densities for the condition Y  z , z  100,000 CZK (values of y and z are given in 1,000CZK)
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Figure 8: Estimated conditional densities for the condition Y  z , z > 100,000 CZK (values of y and z are given in 1000CZK) Conclusions In the text conditional distributions of a positive random variable with finite mixture probability distribution were constructed with the use of straightforward probability computations. For evaluation of conditional density or probability distribution close formulas are given based on component densities and distribution functions. For evaluation of quantile (or moment) characteristics numeric methods (solving nonlinear equations a numeric integration) are necessary to be used. If unknown parameters are estimated from a sample with the use of maximum likelihood method, numeric optimization is used for complete data problem and EM two-step numeric algorithm for incomplete data problem (as it is in this text). The conditional modes depend strongly on the mode of original (unconditional) distribution. The analysed mixture distribution is unimodal and in this case, for both conditions Y  z and Y  z , the conditional mode can be evaluated only with the use of the value of unconditional mode. It means that conditional mode is linear function of z for both conditions. For the condition Y  z this relation volume 5 (2012), number 3 
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is linear (with the slope 1) for z less than the unconditional mode and constant for z greater than unconditional mode. For the condition Y  z it is constant for z less and linear for z greater than the unconditional mode. Additionally, the shape of the conditional density (unimodal, increasing, decreasing function) depends also on relation between the unconditional mode and the condition z. References
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MULTISTATE LIFE TABLES: APPLICATION OF THE METHOD ON THE MARRIAGE CAREER MISKOLCZI Martina, (CZ), LANGHAMROVÁ Jitka, (CZ) Abstract. The article introduced application of multistate demographic methods onto the ‘marriage career’ based on real data. The analysis presented alternative approach to the analysis of marriages, divorces and behaviour of women toward this issue, and additional utilization of life tables’ methodology. Objective of the article is to verify changes in the behaviour of women in the Czech Republic related to their marriage decision over last ten years: women more often decide not to marry and stay unmarried. Calculation of multistate life table and modelling ‘marriage career’ of women in the Czech Republic 2001–2010 showed that women change their decision toward marriages. Younger women in the age 15–30 years in the Czech Republic changed substantially their behaviour related to their marriage over last 10 / 20 years. Tendency not to marry is stronger among young women, they stay unmarried and probably live in partnerships without official marriage. Women over 30 years changed their behaviour only little. Key words. multistate life tables, mathematical demography, marital status, marriage, single, married, divorced, widowed Mathematics Subject Classification: Primary 91D20; Secondary 91C99, 91D15



Introduction Multistate demography is a part of demography that analyses states of demographic subjects and events that causes these states. For simplicity and mathematical modelling, usually only one type of demographic event is studied and the sequence of events is called ‘career’. For example, fertility of a woman can be analyzed – in such a case birth of woman, birth of first child, birth of second child, birth of third child etc., abortions and death of a woman would be in center of the interest. Another example is analysis of ‘educational career’, where each beginning of the study, successful completion (graduation) or unsuccessful end is observed according to the education stage. Here, ‘marriage career’ or ‘marital status career’ of women is studied in the period of 2001– 2010 in order to analyze changes in the trend in nuptiality (marriages) and divorcity in the Czech Republic after 2000. Method of multistate life tables enables to study “… occurrences of events and



Aplimat – Journal of Applied Mathematics transfers and on their association with the populations that are exposed to the risk of experiencing them.” (Rogers, 1980, p.497) 1.1



Definition of Terms



In the multistate demography, that had originated from multiregional demography (Rogers, 1975), following terms are used:  Events Ui: birth (U0), marriage (U1), divorce (U2), death of the partner (become a widow) (U3), death (U).  is used in demography to denote first age that no one reaches in the population.  States (Zi): single (Z0), married (Z1), divorced (Z2), widowed (Z3) and dead (Z). States could be absorbent or transient. Absorbent states cannot be left, subject, once he came here, cannot leave and remains in the state. Usually, it is represented by the state ‘dead’.  Randomness: Occurrence of events is considered to be random. It is assumed that an individual with certain realization of his life cycle can be found in the population with some probability.  Probability distribution: random event is characterized by probability distribution.  Multistate life tables are the extension of standard (one state) life tables. They present additional dimension(s), in this case represented by the original marital status and studied marital status. Instead of one number in a column for each age there is a square matrix. 1.2



Scheme of Marital Status Life Cycle Z0 single



Z dead



absorbent state



Z3 widowed



Z1 married Z2 divorced



Figure 1: Scheme of marital status life cycle 1.3 Objective of the Research Objective of this article is to verify changes in the behaviour of women in the Czech Republic related to their marriage decision over last ten years. In surveys it is usually concluded that people live together in cohabitation, in partnership without official marriage and increasing proportion of children is born outside of marriage. This hypothesis will be accepted or rejected based on real data from the Czech Republic 2001–2010.
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Multistate Life Tables Calculation Data



For the calculation, it is necessary to estimate unknown probability distribution P(U, x, t | Z) or P(U, x | Z) for each event U and state Z, where xi is time between U0 and Ui, t is time from the last transition into state. (Koschin, 1992) Probability distribution can be characterized by probability density function, intensity probability (also called hazard rate or risk function) or distribution function. Briefly, using absolute frequencies (number of events, number of subjects exposed to a risk of event and length of the exposure) the intensity probability can be estimated. (Koschin, 1992) It was proved that such an estimate is the best unbiased estimate of the intensity probability, which is constant in given interval. (Rogers, 1975). In demography, data are available in annual frequency, less often by month. One year is the most detailed distribution of data if official statistics should be used for entire population. For intensity of mortality in the age x it can be used following estimate: number of deaths in the age x during calendar year ---------------------------------------------------------------------------------- , mid-period size for the group in the age x in given calendar year * 1 where multiplication by 1 in the denominator means length of exposure. Each individual who is in the population during the whole year adds one year to the final sum. Each individual who came into the population during the year or left the population during the year represents weight of one half. This corresponds with the assumption of uniform distribution of demographic event during the year. M From demographic point of view, this estimate is usual indicator: specific mortality rate m x  x , Sx x = 0, 1, …, –1. Nx , where correction in the Analogously, intensity of fertility can be estimated by  x  S x  12 N x denominator eliminates from the exposure for one half of the year those women who gave birth in the same calendar year. (Koschin, 1992) Analogously, specific nuptiality and divorce rates will be used to estimate intensity of nuptiality and intensity of divorce. 2.2



Calculation



For each age x = 15, 16, …59 for women in the Czech Republic intensity of transition-probability matrix is prepared for states single, married, divorced and widowed:  σ Sx  μ Fx    σ Sx Hx   0  0 
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Aplimat – Journal of Applied Mathematics Where  denotes nuptiality (marriage rate) with the index according to marital status (S-single, Ddivorced, W-widowed),  is divorce rate,  denotes mortality of females (F) or males-husbands (M). Then, transition-probability matrices px are calculated and, subsequently, other life tables indicators in the form of matrices: table number of survivors (matrices lx), table number of person-years (matrices Lx), number of remaining years of life to be lived by the table generation (for entire group of individuals) in the age of x (matrices Tx) and matrices of expected length of stay (ex; this term is used rather than life expectancy). (Koschin, 1992; Land & Rogers, 1982; Rogers, 1975; Raymer & Willekens, 2008) 2.3



Results



Example of results for 2010, women, the Czech Republic is published here:



e15



25,78 14,24 4,04 0,34



0,00 32,66 11,05 0,68



0,00 18,54 25,42 0,43



0,00 15,27 4,91 24,21



18,30 12,53 3,35 0,31



0,00 25,78 8,15 0,56



0,00 14,05 20,09 0,35



0,00 7,30 1,80 25,39



1,00 0,00 0,00 0,00



0,00 0,99 0,00 0,01



0,00 0,00 0,99 0,00



0,00 0,00 0,00 1,00



… e25 … e59



This can be interpreted as following:  Single woman in the age of 25 years may expect that she spends till the age of 59 years another 18.3 years as single, 12.5 years as married, 3.4 years as divorced and 0.3 years as widowed.  Married woman in the age of 25 years may expect that she spends till the age of 59 years another 25.8 years as married, 8.2 years as divorced and 0.6 years as widowed.  Divorced woman in the age of 25 years may expect that she spends till the age of 59 years another 14.1 years as married, 20.1 years as divorced and 0.4 years as widowed.  Widowed woman in the age of 25 years may expect that she spends till the age of 59 years another 7.3 years as married, 1.8 years as divorced and 25.4 years as widowed.  Once a woman is married and later divorced or widowed, she cannot return to the state ‘single’.  State ‘dead’ is not part of matrices. It table number of survivors (matrices lx) it can be watched how many women survive and how do they change their status (see Figure 2). Following Figure 3 shows length of their stay in each state (calculated till the age of 59). Such a calculation was prepared for years 2002–2010 for ages x = 15, 16, …, 59 years. Further, abridged calculation of the year 2001 and 1990 is available for women in the Czech Republic (for 5-years long age intervals).
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Figure 2: Table number of survivors, women, 2002 and 2010, Czech Republic Majority of woman in young ages are single, their transition into the state ‘married’ is visible between the age 25 and 30 years. It can be seen that years 2002 and 2010 differs in the number and proportion of women that remain in the state ‘single’ after 35 years of age. In 2002 the proportion of those women formed approximately 30 % and slowly decreased, whereas in 2010 the proportion is 40 % of all women from the studied group (it is theoretical group of 100,000 women set up as the root of multistate life table for the age of 15 years). Another trend can be seen here: proportion of woman single + married increased between years 2002 and 2010 by 5 percentage points. In the age of 40 years there were 82.9 % of single or married women, whereas in 2010 this proportion increased to 87.3 %. It shows that the state ‘single’ is in some cases preferred also by women who were divorced or widowed in 2002. 30
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Figure 3: Expected length of stay in states for originally single women, women, 2002 and 2010, Czech Republic It is interesting that young single women tend to marry and escape from the state ‘single’, but for women in ages 25 to 33 years number of expected years when they remain in the state ‘single’ even grows. For example in 2010, single woman in the age of 33 years has very low probability 0.044 to leave state ‘single’ and high probability 0.956 to remain in the state ‘single’. For older single women the probability of transition into other states (first state ‘married’, then possibly ‘divorced’ or ‘widowed’) is very low, expected length of stay in the state ‘single’ decreases proportionally with the age. Expected number of years in the state ‘married’ is quite high for single women till 25–28 years of age, for higher ages it declines very rapidly. Comparison of years 2002 and 2010 shows that young single women in 2010 have to expect more years to live as a single individual, second choice ‘married’ is lower by almost 10 years. In 2002 both choices were comparable for young single woman in the age of 15–30 yeas and the difference became evident later.
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Trends and Changes in Women’s Behaviour



Comparing the same indicator form the matrices of expected length of stay over longer period of time, the trend can be commented and hypotheses assessed. Two cases were chosen as most interested: originally single women and their chance to remain single or transition to the state ‘married’. Note that expected length of stay is calculated till the age of 59 years. 30
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Figure 4: Expected length of stay single-single, women, 1990, 2001–2010, Czech Republic Trend in the period of 2001–2010 shows that in the age of 15 to 28 years single women tend to postpone marriage and stay single. The expected length of stay in the state ‘single’ prolongs and difference between 2001 and 2010 is almost five years for the age of 25 years. The common characteristic is that all lines have the same shape, i.e. decrease of expected length of stay between 15 and 25 years and then approximately between 25 and 35 years increasing chance (measured both in probability and number of expected years) that woman remains single. The largest difference is visible in first 15 years of studied part of women’s lives with one exception – year 2003 differs from others in the ages of 30–45 years. This could be explained by legislative impact (Joint taxation of married couples motivated many spouses to marry officially. This was massive economic benefit for families with children.) Year 1990 (Koschin, 1992) shows the remarkable change that happened over last 20 years in the Czech Republic. Young single women till their 25 years could expect to remain single for less then 10 years whereas in 2010 women till 25 years might expect to remain single another 18 to 25 years of their lives. This represents more than double number of years. On the other hand, comparable results belong to ages 32 years and more. If a woman remains single till her 32 years than there is almost no difference over last 20 years in the indicator how long she might expect to remain such. In this sense changes in behaviour of women in the Czech Republic related to their marriage decision over last 10 / 20 years are confirmed. Young single women more often stay legally unmarried and the expected number of years of living further in the state ‘single’ increases yearover-year. The change in behaviour happens mainly before the age 30 years. (This does not say anything about their real status and way of their partnership.)
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Figure 5: Expected length of stay for transition single-married, women, 1990, 2001–2010, Czech Republic Transition of single woman to the state ‘married’ has evident trend. The expected length of stay in the state ‘married’ for originally single women declines since 1990 till 2010 each year. It correlates with the decreasing transition probability ‘single–married’. Single women may expect shorter and shorter length of period when is married, currently it is – for example – 12.5 years for a woman in the age of 25 years till her 59 years in comparison of 19.1 years in 1990. For second half of studied part of women’s lives, after 30 years, the shape and level of the indicator is very similar. Thus, change has occurred and continues in the first half of women’s lives. This again verifies fact that behaviour of women in the Czech Republic changes in respect to their decision regarding marriage. Women tend not to marry. Conclusion The article introduced application of multistate demographic methods onto the ‘marriage career’ based on real data. The analysis presented alternative approach to the analysis of marriages and divorces and additional utilization of life tables’ methodology. Calculation of multistate life table and modelling ‘marriage career’ of women in the Czech Republic 2001–2010 showed that women change their decision toward marriages. The article concentrated on single women and their decision stay single or become married. Objective of this article was verified for younger women: women 15–30 years old in the Czech Republic changed their behaviour related to their marriage over last 10 / 20 years. Tendency not to marry is stronger among young women, they stay unmarried and probably live in partnerships without official marriage. Women over 30 years changed their behaviour only little. Acknowledgement The paper was written with the support of Internal Grant Agency of the University of Economics in Prague F4/29/2011 “Analysis of Population Ageing and Impact on Labor Market and Economic Activity“.
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TWO APPLICATIONS OF PROBABILITY IN THE THEORY OF RELIABILITY AND MAINTENANCE ˇ MOSNA Frantiˇ sek, (CZ)



Abstract. Contribution considers using of probability in the theory of reliability and maintenance. The ﬁrst application deals with the characteristic OEE (Overall Equipment Eﬀectiveness) of some production facility composed of two or more machines. In the second part, a formula for expected value of reliability of machine composed of regularly replacing components is derived. Key words and phrases. probability, reliability, maintenance. Mathematics Subject Classification. 60K10.



1



Introduction



Theory of probability is often used in considerations about the reliability and maintenance of machines. In this contribution, an illustration of two such very simple applications is presented. We met with these problems during my collaboration with the Department for Quality and Dependability of Machines at the Czech University of Life Sciences (see [1] or [2]). 2



Characteristic OEE of production facilities



The ﬁrst illustration considers so called characteristic OEE Overall Equipment Eﬀectiveness. This characteristic is very often used in theory of reliability of machines or production facilities and it describes (roughly spoken) quantitative ratio between the actual and the ideal production of machines or production units. Here are some basic concepts: • a availability, i.e. use of working hours of the given machine in percentage,



Aplimat - Journal of Applied Mathematics 1 − a percentage of downtime (maintenance, repairs and so on), • w actual current performance of machine, this performance is reduced compared to the declared rated performance due to wear-out etc. • q percentage of quality products manufactured on the given machine, 1 − q percentage of rejects, • p number of products produced on the given machine during the time unit (for instance during the work shift) at full performance. The characteristic OEE is deﬁned as a ratio of actual products manufactured on the given machine and the number of products produced in ideal case, it means awqp = awq . OEE = p For instance, a machine produces at full performance 400 products during working hours (8 hours), i.e. 50 pieces per hour. Suppose it uses only 90% of working hours (due to maintenance or repairs etc.), a = 0, 9, it works only 7.2 hours and it produces only 360 products at full performance during this period. The machine operates only at 75% of its full performance (due to wear), w = 0.75, so it produces only 270 pieces. Of this 20% are rejects and only 80% correspond to the required quality, q = 0, 8, so only 216 products. Compared to the ideal case (when the machine produces 400 quality pieces), in real case it produces only 216 products per shift. Thus Characteristic OEE can be calculated as a quotient 216 = 0.54 OEE = 400 or product OEE = 0.9 · 0.75 · 0.8 = 0.54 . In the theory of reliability and maintenance of machines we are often interested in getting characteristic OEE of all production facility composed of two or more machines. 2.1



Connected in parallel side by side



Let us consider at ﬁrst production facility composed of two machines (with characteristics a1 , w1 , q1 , p1 and OEE1 or a2 , w2 , q2 , p2 and OEE2 , respectively) connected in parallel side by side. The number of productions in ideal case is p1 + p2 . But the number of really produced pieces is equal to a1 · w1 · q1 · p1 + a2 · w2 · q2 · p2 = OEE1 · p1 + OEE2 · p2 . So we can very simply work out OEE for all product unit OEE1 · p1 + OEE2 · p2 . OEE = p1 + p2 This formula can be simply generalized for more machines connected in parallel.
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Connected in series in a row



Now let us focus our attention on the case when production process goes on the line consisting of two machines connected in series in a row. Suppose any product passes through both the machines and eﬀective production takes place only if both machines are working simultaneously. To calculate the overall characteristics OEE we need to know not only the individual data on availability, performance and product quality in both machines but also the information about synchronization of these two machines. For instance, we need to have the percentage of both machine downtime, let us denote it by a12 . The number of products of the line in ideal case is min(p1 , p2 ). In order to derive percentage of using working hours we shall use formula for probability of union of two random events A and B and complementary event to A P (A ∪ B) = P (A) + P (B) − P (A ∩ B) ,



P (notA) = 1 − P (A) .



Downtime of the ﬁrst machine is 1 − a1 , downtime of the second machine 1 − a2 , downtime of both machines at the same time is a12 . Hence percentage of working hours when at least one machine is not working (and the line does not work) is equal to the number (1 − a1 ) + (1 − a2 ) − a12 . Part of working hours when both machines are working (and line works) presents a complement of the previous, hence its probability is a = 1 − [(1 − a1 ) + (1 − a2 ) − a12 ] = a1 + a2 + a12 − 1 , more accurately the positive part of this number. During this time a·w1 ·p1 products can pass through the ﬁrst machine and a·w2 ·p2 products through the second machine. As production process can be successful only when both machines are working together, number of produced pieces is equal to the lesser number of both, min(a · w1 · p1 , a · w2 · p2 ) . The whole quality of the line production can be got as a product q1 · q2 . Number of products actually produced by this line is (a1 + a2 + a12 − 1)+ · min(w1 · p1 , w2 · p2 ) · q1 · q2 and we can conclude that the characteristic OEE of line is OEE =



(a1 + a2 + a12 − 1)+ · min(w1 · p1 , w2 · p2 ) · q1 · q2 . min(p1 , p2 )



The formula can be simply generalized for three (or more) machines by using the formula of probability of unit of three (or more) random events. These calculations can serve in designing or planning of production lines and to synchronize its elements, too.
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Mean life of age-related preventive maintained components



Let us monitor some production facility. Any failure of it can cause large damages, so the reliability of it is very important. This facility contains a certain so-called key component (for instance a bulb). In the case of its failure all the facility stops working (and causes damages mentioned above). So we desire to prolong its reliability. This can be achieved by regular replacing of the key component. Now let us try to deduce formula for mean reliability provided by regular replacing such component after the period tp using a new component with the same reliability properties. Let us suppose that durability of any of k-th component is characterized by a random variable X with a continuous density function f and distribution function F . We suppose that random variables X1 , X2 , . . . are independent. Let us denote by T a random variable which describes the life of age-related, preventively replaced components. Further, we derive the formula of the density function fT and the distribution function FT for the random variable T and we are particularly interested in the mean value ET . t Let us denote p = P [Xk < tp ], q = P [X ≥ tp ] = 1 − p and I = 0 p xf (x) dx. We express the random variable T using Xk in the following way: ⎧ ⎪ for X1 < tp X1 ⎪ ⎪ ⎪ ⎪ ⎪ for X1 ≥ tp , X2 < tp ⎨tp + X2 T = 2tp + X3 for X1 ≥ tp , X2 ≥ tp , X3 < tp ⎪ ⎪ ⎪ .......... ⎪ ⎪ ⎪ ⎩kt + X for X1 ≥ tp , X2 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp . p k+1 With respect to independence X1 , X2 , . . . , from the total probability theorem P (A) =







P (A/Bk )P (Bk ) for B1 , B2 , . . . mutually disjoint, ∪ Bk = Ω, P (Bk ) = 0



it holds for arbitrary x ∈ 0; ∞): FT (x) = P [T < x] = = P [T < x/X1 < tp ] · P [X1 < tp ]+ + P [T < x/X1 ≥ tp , X2 < tp ] · P [X1 ≥ tp , X2 < tp ] + · · · + + P [T < x/X1 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp ]· · P [X1 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp ] + · · · = = P [T < x/X1 < tp ] · p + P [T < x/X1 ≥ tp , X2 < tp ] · pq + · · · +



(1)



+ P [T < x/X1 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp ] · pq k + . . . . Further, we calculate according to the deﬁnition of conditional probability P (A/B) =



290



P (A ∪ B) P (B)



for



P (B) = 0
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Aplimat - Journal of Applied Mathematics with respect to the independence of X1 , X2 , . . . P [T < x/X1 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp ] = P [ktp + Xk+1 < x/X1 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp ] = P [Xk+1 < x − ktp , X1 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp ] = = P [X1 ≥ tp , . . . , Xk ≥ tp , Xk+1 < tp ] P [Xk+1 < min(x − ktp , tp )] · q k = . qk · p



(2)



After substitution of (2) into equation (1) we obtain FT (x) = P [T < x] = =



∞ 



∞ 



P [Xk+1 < min(x − ktp , tp )] · q k



k=0



F (min(x − ktp , tp )) · q k .



k=0



It is possible to itemize the distribution function FT around following intervals: ⎧ F (x) on (0; tp ) ⎪ ⎪ ⎪ ⎨F (t ) + qF (x − t ) on (tp ; 2tp ) p p FT (x) = ⎪ F (tp ) + qF (tp ) + q 2 F (x − 2tp ) on (2tp ; 3tp ) ⎪ ⎪ ⎩ ............................ . We obtain density function fT by diﬀerentiation of FT ⎧ f (x) on (0; tp ) ⎪ ⎪ ⎪ ⎨qf (x − t ) on (tp ; 2tp ) p fT (x) = 2 ⎪ q f (x − 2tp ) on (2tp ; 3tp ) ⎪ ⎪ ⎩ .......... . Finally, we calculate the mean value of life (sum of particular operating time) for components that underwent age-related preventive replacement  ∞ ∞  (k+1)tp  xfT (x) dx = q k xf (x − ktp ) dx = ET = 0



=



∞ 



qk



k=0



 =



0



 0



k=0



ktp



tp



(x + ktp )f (x) dx =



tp



xf (x) dx 



 ∞ k=0



k



q + qtp







tp



0



f (x) dx 



 ∞



kq k−1



k=0



1 I + qtp 1 =I = + pqtp , 2 1−q (1 − q) p 1 and we used the formula for the sum of the geometrical series 1 + q + q 2 + · · · + q k + · · · = 1−q 2 from this formula through diﬀerentiation we obtained the derived formula 1 + 2q + 3q + · · · + 1 kq k−1 + · · · = (1−q) 2.
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Aplimat - Journal of Applied Mathematics Integral I can be modiﬁed using integration by parts  tp  tp xf (x) dx = tp F (tp ) − F (x) dx I= 0 0  tp  tp R(x) dx = −qtp + R(x) dx , = tp p − tp + 0



0



where R(x) = 1 − F (x) is so called survival function. For expected value ET of the life of the age-related preventively replaced components at time tp we obtain the following formula 1 ET = p



 0



 tp



tp



R(x) dx =



R(x) dx . 1 − R(tp ) 0



the Weibull distribution with parameters m For instance for random variable Xk governed by m − xx and x0 (distribution function is F (x) = 1 − e 0 ) we can write  tp ET =



4



0



m



− xx



e



0



dx



tm − xp 0



1−e



.



Conclusion



It is possible to complete both examples by simple calculation spreadsheets in MS Excel (using for instance [3]). The ﬁrst example can be generalized also for various combinations of parallel and serial connection of machines. Examples illustrate the importance and signiﬁcance of probability calculus for technical computing. References ´ V., MOSNA, ˇ ˇ ˇ V.: Preventive maintenance improve [1] LEGAT, F., CERVENKA, V., JURCA, operating reliability. In Acta Technologica Agriculturae, Vol. 8, No. 1, pp. 21-24, 2005. ´ ˇ ˇ [2] LEGAT, V., MOSNA, F., CERVENKA,V.: Optimalizace preventivn´ı u ´drˇzby strojn´ıch prvk˚ u. In Proceedings of conference Spolehlivost 2001 Brno, pp. 101-108, 2001. ˇ R ˇ ´IK, A.: Matematick´e funkce. [Mathematical functions]. In Excel pˇri ruce, 2007, [3] JANCA No. 3, p. 6.
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INFLATION MODELING AND COINTEGRATION NEUBAUER Jiří, (CZ)



Abstract. The article deals with the question of modeling multidimensional nonstationary cointegrated processes. It is a modern method especially used for description of economic time series. Multidimensional non-stationary process is called cointegrated if there is a linear combination of its one-dimensional components, which is stationary or trend-stationary. For instance this property can be found in some series of economic indices which are predominantly non-stationary. Nevertheless, there are linear links which keep that whole system in so-called long-term equilibrium. The article is focused on a cointegration analysis of selected time series of the Czech Republic macro-economic indices. Key words and phrases. cointegration, tests of cointegration, inflation Mathematics Subject Classification. Primary 60A05, 08A72; Secondary 28E10.



1



Introduction



Empirical research in macroeconomics as well as in ﬁnancial economics is largely based on time series. Non-stationarity, a property common to many macroeconomic and ﬁnancial time series, means that a variable has no clear tendency to return to a constant value or a linear trend. Multidimensional non-stationary process is called cointegrated if there is a linear combination of its one-dimensional components, which is stationary or trend-stationary. For instance, this property can be found in some series of economic indices. The article deals with a question of modeling multidimensional non-stationary cointegrated processes. A detailed description of this method can be found for example in Hamilton (1994), Juselius (2006), Johansen (1995) or Lütkepohl (2007). One can ﬁnd a range of useful applications of mentioned method, for example in the article Neubauer (2006) is presented the application of cointegration analysis on time series of selected exchange rates. The model of inﬂation described in Kim (2001) is applied to the macroeconomic time series of the Czech Republic (quarterly data from 2002 to 2012). This model is tested using methods of a cointegration analysis.
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Basic deﬁnitions



Deﬁnition 1.1 Let {t } be independent identically distributed random variable with ∞zero mean and variance matrix Ω. A  stochastic process Yt which satisﬁes that Yt − EYt = i=1 Ci t−i is called I(0) process if C = ∞ i=0 Ci = 0. Deﬁnition 1.2 A stochastic process {Yt } is called integrated of order d, I(d), d = 1, 2, . . . , if Δd (Yt − EYt ) is I(0) process. Let in the following t be a sequence of independent normally distributed n-dimensional random variables t ∼ Nn (0, Ω) . Deﬁnition 1.3 A stochastic process {Yt } is called n-dimensional autoregressive process VAR(p), if (1) Yt = Φ1 Yt−1 + Φ2 Yt−2 + · · · + Φp Yt−p + ΛDt + t , t = 1, 2, . . . , T for ﬁxed values of Y−p+1 , . . . , Y0 ,where Φ1 , . . . , Φp are matrices of coeﬃcients (n × n), Λ is an (n × s) matrix of coeﬃcient of deterministic term Dt (s × 1), which can contain a constant, a linear term, seasonal dummies, intervention dummies or other regressors that we consider non-stochastic. The process deﬁned by the equation (1) can be written in error correction form ΔYt = ΠYt−1 +



p−1 



Γi ΔYt−i + ΛDt + t , t = 1, . . . , T,



(2)



i=1



  where Π = pi=1 Φi − I, Γi = − pj=i+1 Φj . This error correction form of VAR process is used in the analysis of cointegration. The basic idea of cointegration can be shown on 2 one-dimensional processes of order I(1). We say that the processes Xt a Yt are cointegrated if there exists any linear combination aXt + bYt which is stationary. Deﬁnition 1.4 Let Yt be n-dimensional process integrated of order 1. We call this process cointegrated with a cointegrating vector β (β ∈ Rn , β = 0) if β  Yt can be made stationary by a suitable choice of its initial distribution. If n > 2 then there may be two nonzero n × 1 vectors β1 , β2 such that β1 Yt i β2 Yt are both stationary, where β1 , β2 are linearly independent. Indeed, there may be r < n linearly independent cointegrating vectors. The cointegrating rank is the number of linearly independent cointegrating vectors and space spanned by these vectors is cointegrating space. 1.2



Maximum likelihood estimation of the cointegrating vector



We will deal in brief with the maximum the likelihood analysis of the cointegrated system in this part of the article. Granger’s theorem (see Johansen (1995)) gives necessary and suﬃcient conditions for VAR(p) process to be I(1) and cointegrated. According to the rank of the matrix Π in the error correction form we deﬁne H(r) model of the process I(1).
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Aplimat - Journal of Applied Mathematics Deﬁnition 1.5 H(r) model of the process I(1) is deﬁned as a model VAR(p) such that Π = αβ  , where α and β are n × r matrices. The reduced form error correction model is 



ΔYt = αβ Yt−1 +



p−1 



Γi ΔYt−i + ΛDt + t , t = 1, . . . , T,



(3)



i=1



where the parameters α, β, Γ1 , . . . , Γp−1 , Λ, Ω vary freely. Under hypothesis



H(r) : Π = αβ 



the maximum likelihood estimator of β is found by the following procedure (see Johansen (1995), Hamilton (1994)). First of all we solve the equation −1 S01 | = 0 |λS11 − S10 S00



for the eigenvalues 1 > λ1 > . . . λn > 0 and eigenvectors V = (V1 , . . . , Vn ) which we normalize by V  S11 V = I (S00 , S10 , S01 and S11 are matrices described in Johansen (1995)). The cointegrating relations are estimated by βˆ = (V1 , . . . , Vr ), the maximalized likelihood function is L−2/T max = |S00 |



r  (1 − λi ).



(4)



i=1



The likelihood ratio test Q(H(r)|H(n)) for testing H(r) in H(n) we obtain by comparing two expressions (4) for r and n, then − T2



Q(H(r)|H(n))



|S00 | = |S00 |



r  i=1 n  i=1



(1 − λi ) (1 − λi )



.



The logarithm of this expression is called TRACE statistic −2 ln Q(H(r)|H(n)) = −T



n 



ln(1 − λi ).



(5)



i=r+1



The test statistic for testing H(r) in H(r + 1) – MAX statistic – is given by −2 ln Q(H(r)|H(r + 1)) = −T ln(1 − λr+1 ).



(6)



The asymptotic distribution of the statistics (5) and (6) depends on the deterministic terms present in the model (see Johansen (1995)).
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Figure 1: Natural logarithm of time series 2



Analysis of the inﬂation model of the Czech Republic



The article Kim (2001) analyses relative impacts of the monetary, labour and foreign sector on Polish inﬂation using cointegration and error-correction models. They use a structural system approach in which cointegration relationships are used to derive deviations from steady state levels. We apply the described model to the macroeconomic times series of the Czech Republic and try to verify validity of the model for given datasets. We use these time series in the model of inﬂation (quarterly data): • ytR – natural logarithm of the real Czech gross domestic product (GDP) • mt – natural logarithm of the nominal money stock (M2) in domestic currency • pFt – natural logarithm of the consumer price index of the European Union • wt – natural logarithm of nominal wages in the Czech republic • pD t – natural logarithm of the Czech consumer price index • et – natural logarithm of exchange rates between Czech crown and Euro Data soures: EUROSTAT (epp.eurostat.ec.europa.eu) and the Czech national bank (www.cnb.cz).
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Aplimat - Journal of Applied Mathematics r Eigenvalue TRACE 0 0.97542 258.99 1 0.85852 136.69 2 0.67917 72.160 3 0.59454 34.644 4 0.13677 4.8534



p-value 0.0000 0.0000 0.0000 0.0000 0.0276



MAX p-value 122.29 0.0000 64.535 0.0000 37.516 0.0000 29.790 0.0000 4.8534 0.0276



Table 1: The test of cointegration in the model of inﬂation – TRACE statistic We assume (according to Kim (2001)) that there are three sources of inﬂation in an open economy: wage inﬂation, monetary inﬂation and imported inﬂation. We can write F D D R pD t = f (pt , mt − pt , wt − pt , et , yt ), D R where mt − pD t is real money supply, wt − pt are real wages and yt is the real output. The ﬁrst equation is based on the claim that the expansion of money supply in excess of real productive potential of economy leads to inﬂation. Assuming the homogeneity between real money balance and real output is possible to write R mt − pD t = b + yt .



(7)



If increases in real wages are greater than the levels warranted by productivity, inﬂation will occur. We can establish the following equation D wt − p D t = a + (yt − pt ).



(8)



An inequality between price levels of particular national economies results in imported inﬂation F pD t = et + pt .



(9)



A detailed derivation of these equations is possible to ﬁnd in Kim (2001). We deﬁne multidimensional time series ⎞ ⎛ D pt ⎜ et + pFt ⎟ ⎟ ⎜ D ⎟ w − p Yt = ⎜ t t ⎟. ⎜ ⎠ ⎝ mt − pD t R yt We used several unit root tests to analyze non-stationarity. It turned out that all components of Yt are non-stationary I(1) processes. The time series Yt can be described as VAR(5) process with a constant. It should be noted that the choice of the parameter p in the VAR (p) is not quite unambiguous. It was chosen on the basis of several criterions (Akaike, Schwartz Bayesian and Hannan-Quinn criterion), values of cross-correlation functions and portmanteau tests. In view of the theory developed in the previous part (Kim (2001)), we could expect 3 cointegrating vectors which are columns of the matrix
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Figure 2: Multidimensional time series Yt ⎛ ⎜ ⎜ β=⎜ ⎜ ⎝



⎞ 0 0 1 0 0 −1 ⎟ ⎟ 0 1 0 ⎟ ⎟. 1 0 0 ⎠ −1 −1 0



Table 1 summarizes the results of the cointegration analysis. According to the TRACE and MAX test statistics, we can decide that there are 4 cointegrating relations in the time series Yt . (with the risk 0.01) but our model should contain only 3 cointegrating vectors. The estimate of the matrix of cointegrating vectors is ⎛ ⎞ 1.0000 0.00000 0.00000 0.00000 ⎜ (0.00000) (0.00000) (0.00000) (0.00000) ⎟ ⎜ ⎟ ⎜ ⎟ 0.00000 1.0000 0.00000 0.00000 ⎜ ⎟ ⎜ (0.00000) (0.00000) (0.00000) (0.00000) ⎟ ⎜ ⎟ ⎜ ⎟ 0.00000 0.00000 1.0000 0.00000 ⎟ βˆ = ⎜ ⎜ (0.00000) (0.00000) (0.00000) (0.00000) ⎟ . ⎜ ⎟ ⎜ 0.00000 0.00000 0.00000 1.0000 ⎟ ⎜ ⎟ ⎜ (0.00000) (0.00000) (0.00000) (0.00000) ⎟ ⎜ ⎟ ⎝ −0.74918 0.80640 −0.85806 −2.6412 ⎠ (0.049725) (0.11633) (0.019387) (0.19438)
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Aplimat - Journal of Applied Mathematics The numbers in parenthesis are standard errors. All calculations were done in software Gretl and Matlab. We denote β1 = (0, 0, 0, 1, −1) , β2 = (0, 0, 1, 0, −1) and β3 = (1, −1, 0, 0, 0) . We are able to test these linear restriction imposed on the estimated cointegrating vector. For the ﬁrst restriction β1 we get the test statistic 8.09638 (unrestricted loglikelihood = 745.49441, restricted loglikelihood = 741.44622) and p-value = 0.00444, for the second restriction β2 we get the test statistic 1.25606 (restricted loglikelihood = 744.86638) and p-value 0.26240 and for the third restriction β3 the test statistic 4.61338 (restricted loglikelihood = 743.18772) and p-value 0.03172. According to the results, we reject validity of the ﬁrst equation describing monetary inﬂation (7). The second relation – wage inﬂation (8) – seems to be valid. The last restriction (imported inﬂation 9) can be rejected with the risk 0.05, but not with the risk 0.01. If we test two restrictions at once, all three combinations are rejected. The restriction consisting of all three vectors β1 , β2 and β3 is rejected as well. 3



Conclusion



We described multidimensional time series as the model VAR(5) with a constant. We have found out that it is possible to identify four cointegrating vectors, nevertheless, the theoretical model (see Kim (2001)) should contain only three cointegrating vectors. Using some statistical tests we tried to verify that the given theoretical expectations of the inﬂation model are consistent with data sets describing trends in the Czech economy from 2002 to 2012. The assumptions that wage inﬂation can be described by the equation (7) and imported inﬂation is given by the equation (9) seem to be correct, but the remaining relation (monetary inﬂation) gave us diﬀerent ﬁndings. These results are based on testing each restriction separately. If we want to verify more relations at once, such models are rejected. Based on the previous cointegration analysis it is possible to say that the model of inﬂation described in the article Kim (2001) when applied to data of the Czech Republic is not fully applicable. The ﬁrst indication of discrepancies can be seen in the description of the system at the beginning when it was diﬃcult to unambiguously determine the parameter p in VAR process. This parameter aﬀects the behavior of the majority of the tests as well as the behavior of the tests which were used. An inadequate model speciﬁcation may result in other problems. This can be solved by adding new variables into the model. Another potential problem may be connected with the recent economic crisis and its impact on economic time series behavior. These questions require extensive consultation with experts in economic theory and will be done in future research. Acknowledgement The paper was supported by the grant GAČR P402/10/P209.
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APPLICATION OF RELEVANCE VECTOR MACHINE TO FORECASTING VOLATILITY IN CZECH FINANCIAL TIME SERIES ŽIŽKA David, (CZ) Abstract. The Relevance Vector Machine (RVM) is a probabilistic method which is very powerful for prediction problems. This paper introduces an application the RVM to predictions linear GARCH and nonlinear GJR-GARCH models. First, daily returns from Czech financial market were modeled by volatility models. Second, the results of estimating these models were used as input to the RVM. The best models obtained from training were used for forecasting. Final part was focused on comparison the predictive power of classical volatility models and models based on the RVM.



Keywords. Relevance vector machine, financial time series, volatility models Mathematics Subject Classification: 62M10 1.



Introduction



Forecasting volatility of financial time series is very important activity in the financial markets. Typically, parametric models of volatility are used for these predictions. This paper introduces an alternative probabilistic method called the Relevance Vector Machine (RVM) for obtain more accurate predictions. The main goal is to investigate the predictive power of the classical GARCH and the RVM models. This paper is divided into two parts; theoretical overview and experimental section. The input data to the experimental section are close daily values of the PX index (Prague Market Index). The reference period is during 5.1.2000 – 29.6.2007. Logarithmic returns expressed as percentages will be used. First part is focused on estimating the best volatility models during 5.1.2000-29.12.2006. Specifically, linear GARCH and nonlinear GJR-GARCH models are used for the in-sample estimation. Subsequently, these results are used as input to train the RVM. This training set is used to learn a model of the dependency of the targets on the inputs with the objective of making accurate predictions.



Aplimat – Journal of Applied Mathematics Final part is focused on comparing the predictive ability of the RVM with parametric volatility models. For this purpose is used out-of-sample time period during 2.1.2007-29.6.2007, i.e. it covers 126 daily values. 2.



Overview of Methods



Forecasts of Volatility Models GARCH model GARCH means Generalized Autoregressive Conditional Heteroscedasticity model. Bollerslev (1986) proposes a useful extension of ARCH model known as the generalized ARCH model. Bollerslev extended ARCH model of delayed conditional variance. Detailed description of this model can be found in [1]. One step ahead forecast of GARCH (1,1)



 t21    1 t2  1 t2 .



(2.1)



GJR GARCH model GJR GARCH model by Glosten, Jagannathan and Runkle (1993) is similar to Threshold GARCH model by Zakoian [8]. Though the GJR model is designed to capture the leverage effect between asset return and volatility, the way is not the same as Exponential GARCH model (EGARCH). The leverage coefficients of the EGARCH model are directly applied to the actual innovations while the leverage coefficients of the GJR model can connect to the model through an indicator variable. For this case if the asymmetric effect occurs the leverage coefficients should be negative for the EGARCH model and positive for the GJR model. Detailed description of this model can be found in [2]. One step ahead forecast of GJR (1,1)



 t21    1 t2  1 t2



for



t  0



 t21    1 t2  1 t2   1 t2



for



and



t  0 .



(2.2)



Relevance Vector Machine The Relevance Vector Machine (RVM) introduced by Tipping (2000) [6] has become a powerful tool for prediction problems as it uses a Bayesian approach with a functional form identical to the Support Vector Machine (SVM) introduced by Vapnik (1995) [7]. It enjoys the benefit of the SVM based techniques, including generalization and sparsity. Noticeably, the RVM does not have the limitations of SVM. Hence it has more advantages over SVM in the sense that the RVM generates probability based prediction. This approach relaxes Mercer’s condition on Kernel basis functions used for training and the RVM does not need to estimate the trade-off parameter C. Tipping (2001) [5] illustrated the RVM’s predictive ability on some popular benchmarks by comparing it with the SVM. The empirical analysis also proved that the RVM outperformed the SVM. Hence are investigated the volatility models based on the RVM. 302 
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Aplimat – Journal of Applied Mathematics In supervised learning we are given a set of examples of input vectors



xn nN1



along with



corresponding targets t n n1 . From this learning set we wish to learn a model of the dependency of the targets on the inputs with the objective of making accurate predictions of t for previously unseen values of x. The predictions are based on some function y(x) defined over the input space and learning is the process of inferring this function. A flexible and popular formula for y(x) is: N



M



y  x; w    j j  x   wT   x  ,



(2.3)



j 1



where basic function   x   1  x , 2  x ,..., m  x  vector and x is input vector.



T



3.



is nonlinear, w  1 ,  2 ,..., m 



T



is weight



Experimental Results



The Prague Market Index (PX) is investigated in this section. The reference period is during 5.1.2000 – 29.6.2007 (it contains 1882 values). This period is divided into two parts: 5.1.200029.12.2006 (1756 values) and 2.1.2007-29.6.2007 (126 values). First part is used for in-sample estimating the volatility models and training the RVM. Second part is taken for out-of-sample forecasting. Logarithmic returns expressed as percentages are used for this analysis. Subsequently, Maximum likelihood estimates of parametric models are computed in GiveWin software. Further, these models are trained in R 2.13.2 with Kernlab package by Karatzoglou (2004). Detailed description of this package can be found in [3]. Volatility Models Estimations of parameters are statistically significant for all models (see Tables 1-2). The Portmanteau test does not confirm an autocorrelation for all models. Further, the asymptotic test does not confirm a normal distribution and the ARCH test does not confirm a conditional heteroscedasticity for all models. The GJR GARCH (1,1) is more adequate than the GARCH (1,1) model in accordance with AIC.T and log-likelihood (LL) criteria. Table 1. GARCH (1,1) Model Parameters GARCH ω α1 β1



Coefficient 0.0480 0.0959 0.8755



Std.Error 0.0133 0.0152 0.0192



t-value 3.36* 5.22* 41.1*



Note: Significant at the: 1% level *, 5% level **
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Aplimat – Journal of Applied Mathematics Table 2. GJR GARCH (1,1) Model Parameters GJR Coefficient ω 0.0703 α1 0.0399 β1 0.8588 Threshold 0.1220



Std.Error 0.0189 0.0159 0.0218 0.0371



t-value 3.44* 2.78* 41.4* 2.89*



Note: Significant at the: 1% level *, 5% level **



Relevance Vector Machine for PX The training set (2000-2006) is used to learn the RVM model. Results are in Table 3 and Fig.1-4. In this training has GARCH-RVM model the lowest values of relevance vectors, variance and training error. On the other hand, it is important to note that these values are strongly affected by the choice of sigma parameter (estimated or chosen). Table 3. Training Results for the RVM Hyperparameter sigma No. of Relevance Vectors Variance Training Error



GARCH 102 80 1.3196 1.2707



GJR-GARCH 162 97 1.6397 1.5658



RV index
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Fig. 2. GARCH RVM: Alpha values 9 7 Alpha



5 3 1 -1 -3 -5 1



4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 Number of RV



304 



volume 5 (2012), number 3



Aplimat – Journal of Applied Mathematics



RV index
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Fig. 4. GJR RVM: Alpha values 20 15
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Predictive Power of Forecasts The predictive power of models is measured by Mean Square Error (MSE), Root Mean Square Error (RMSE) and Mean Absolute Error (MAE): 1 MSE  n2



RMSE 



 y n2



t 1



1 n2
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(2.4)



 ˆ t2 ,



where yt2 = actual values, ˆ t2 = forecasted volatility and n2 = predicted sample size.



Table 4 includes complete results. The best predictive power of parametric models is achieved in the case of the GARCH model but values of the GJR are very close. The best predictive power of hybrid models is achieved in the case of the GJR-RVM model. The RVM models have better forecasts than classical volatility models for this case.
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Table 4. Goodness of Fit Measures GARCH GARCH RVM GJR GARCH GJR GARCH RVM



4.



MSE 3.3308 3.2236 3.3521 3.1575



RMSE 1.8250 1.7954 1.8309 1.7769



MAE 0.9384 0.8752 0.9395 0.6844



Conclusion



First, the best linear and nonlinear models of volatility were fitted for returns of the PX index. The different effects of positive and negative returns on the conditional variance were confirmed. The GJR GARCH model was more adequate than the GARCH model based on chosen criteria. Subsequently, these results were used as input to train the RVM. The GARCH-RVM model had lower values of relevance vectors, variance and training error. Second, the predictive power was measured by MSE, RMSE and MAE. The best predictive power of parametric models was achieved in the case of the GARCH model. The best predictive power of hybrid models was achieved in the case of the GJR-RVM model. Generally, the RVM models had better forecasts than classical volatility models, at least for the PX index. In future, it is planned to apply time series of exchange rates as well. References
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