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Summary. We consider a set of independent Bernoulli trials with possibly different success probabilities that depend on covariate values. However, the available data consist only of aggregate numbers of successes amongst subsets of the trials along with all of the covariate values. We still wish to estimate the parameters a modelled relationship between the covariates and the success probabilities, e.g., a linear logistic regression model. In this paper, estimation of the parameters is made from a Bayesian perspective by using a Markov Chain Monte Carlo (MCMC) algorithm based only the available data. The proposed methodology is applied to both a simulation study and real data from a dose response study of a toxic chemical, perchlorate. 1
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Introduction



The main objective of the present paper is to illustrate a method to make Bayesian inference via Markov Chain Monte Carlo (MCMC) algorithm about the parameters of a logistic regression model when individual observations of independent Bernoulli trials are missing and only aggregate information, i.e. sums of groups of trials, is available. In many laboratory dose-response studies for dichotomous data, it is common to report the numbers of successes within various groups instead of individual observations themselves. These summary results are reported for each dose group in dose-response studies for specific chemicals, whereas the dose levels of the specific chemical or corresponding covariate values affected by the dose levels are measured and reported for individual observations . That is, the complete information of covariates, doses, and responses from each individual is not available but only summaries for each dose level and individual covariates are available. In such situations, it is difficult to use standard statistical models and draw meaningful statistical inferences from the partially observed data. In particular, when a logistic regression model is used to associate a dichotomous random response variable with continuous explanatory variables, it is not plausible to use an ordinary linear logistic regression model and to estimate the corresponding parameters based only on the summaries of responses and the complete data for continuous predictors. Thus, it is clear that the likelihood function for all of the independent Bernoulli trials cannot be calculated because the data for each individual is 2



not available and hence the corresponding maximum likelihood estimation is not viable in this context. One way to handle this problem might be to make use of the Expectation Maximization (EM) algorithm for missing observations (McLachlan and Krishnan, 1997) from a frequentist perspective. Another approach is the Errors-in-variables regression (EIV) technique (Casella and Berger, 2002) by incorporating the partial data for responses with a summary statistic for continuous predictors, such as averages of values of continuous predictors by dose groups and regarding those predictors containing errors. While these approaches may be applicable to our problem, we are not certain whether or not these methods will work well in our situation. Moreover, these approaches might not be attractive to practitioners who are mainly interested in fitting the model itself without deep statistical knowledge. In this paper, we consider a simple and practical Bayesian approach to estimate a logistic regression model with incomplete data. This method is accessible to practitioners using a commonly used statistical package for Bayesian analysis, BUGS (Bayesian inference Using Gibbs Sampling). Our proposed method is based on MCMC with partial information by treating the missing individual response data as additional parameters to be estimated. Specifically, consider a set of independent Bernoulli trials with responses Y1 , Y2 , . . . , Yn and different unknown success probabilities, π1 , π2 , . . . , πn that are functions of continuous predictors x1 , x2 , . . . , xn . We model the unknown



3



probabilities by a linear logistic regression model as follows:



log







πi 1 − πi



Yi 



ind.



∼



Bernoulli(πi ), i = 1, . . . , n



=



β ⊤ xi , i = 1, . . . , n,



(1)



where β is a vector of logistic regression parameters of the same dimension as each xi . If complete data, {(Yi , xi )}ni=1 are available, then the standard statistical methods can be used to estimate β. However, in some cases, it complete data are not available. For example, some studies report only the P sum of the dichotomous responses, ni=1 Yi = k, and the individual Yi values



are not available. We examine this situation carefully and present a Bayesian method to overcome this problem.



More specifically, we model the missing individual information and incorporate it in the model by treating individual occurrences, i.e {Yi }ni=1 , as additional parameters to be estimated. We give estimates of these additional parameters and include them in the course of parameter estimation by sampling them from their posterior distributions through an MCMC method. The proposed method is applied to real data for a situation where only aggregate information is available, specifically a bioassay of the dose response relationship for a toxic chemical, called perchlorate, conducted by Springborn Laboratory Inc. in 1998 (Springborn Laboratories Inc., 1998). We also perform simulation studies showing that our proposed method can provide reasonable estimates for unknown parameters, comparable to those from the standard methods for logistic regression models based on complete data on individuals. In simulation, we estimate the logistic regression parameters based on the full data first and compare the estimates with those based on 4



only the partial data. The remainder of the paper is summarized as follows. In Section 2, we describe the underlying model structure that we consider. In Section 3, we explore how to fit the model using standard MCMC software. In Section 4, we provide simulation studies and an application to real data. Finally, we discuss our results in Section 5. 2.



Joint Distribution of Bernoulli Trials



In this section, we explain the basic model structure that we consider throughout the paper. While the joint distribution of n independent Bernoulli trials is still the product of each Bernoulli distribution, the sum of independent but not identically distributed Bernoulli trials have different features from the Binomial distribution, in contrast to independent and identically distributed Bernoulli trials in which the sum has a Binomial distribution. Specifically, let Y1 , . . . , Yn be independent Bernoulli trials with success probabilities π1 , . . . , πn , that is, Yi =







1 with probability πi 0 with probability 1 − πi , i = 1, . . . , n.



As described above, since the trials are independent, the joint distribution of Y1 , . . . , Yn is the product of n Bernoulli probabilities, Pr(Y1 = y1 , . . . , Yn = yn ) =



n Y



πiyi (1 − πi )1−yi .



i=1



However, the joint probability above cannot be written as a function of Pn i=1 yi since πi ’s are not equal. Since the πi ’s are not equal, the distribution P of Y∗ = ni=1 Yi is the sum of the probabilities of all possible combinations 5



of Yi ’s. Specifically, n Y



X



Pr(Y∗ = k) =



πiyi (1 − πi )1−yi .



(2)



{ (y1 ,...,yn ) : y1 +...+yn =k } i=1



Now, we use the linear logistic regression model (1) to estimate the unknown probabilities, π1 , . . . , πn . When the data, Y = (Y1 , . . . , Yn ), are available for each individual, the likelihood function is given as the product of each Bernoulli distribution with parameters π’s, L(β|y) =



n Y



π(xi )yi (1 − π(xi ))1−yi ,



(3)



i=1



where π(xi ) = exp(β ⊤ xi )/[1 + exp(β ⊤ xi )]. However, in our problem, the individual data are not available and we have only partial information Y∗ = k. We consider a Bayesian approach to overcome this problem and treat the missing individual data as additional parameters to be estimated, θ ≡ (Y1 , . . . , Yn ). In this case, θ becomes an n-dimensional discrete random vector, of which the elements are 1 or 0 and P which lies on n simplex with the constraint of ni=1 yi = k. To complete the specification of the model, we need a prior distribution



for the parameter vector β. This prior distribution can be quite arbitrary, and we will specify the particular choices that we make when we illustrate the method with real and simulated data. 3.



An MCMC Algorithm



We would like to use standard MCMC methods to fit the model described in Section 2.



For example, if we wished to use Gibbs sampling, we would



need the conditional distribution of each parameter given all the others. If the complete data {Yi }ni=1 were available, the conditional density of β given 6



the data would be  yi  1−yi n  Y exp(β ⊤ xi ) 1 f (β|Y1 , . . . , Yn ) ∝ f (β) , (4) 1 + exp(β ⊤ xi ) 1 + exp(β ⊤ xi ) i=1 where f (β) is the prior density of β. However, the individual data, {Yi }ni=1 P are not available and only partial information, Y∗ = ni=1 Yi = k is available. For this reason, we introduced an additional parameter θ = (Y1 , . . . , Yn ).



Now, (4) becomes the conditional density of β given Y∗ and θ, which also happens to be the conditional density of β given θ alone. Standard MCMC software is typically able to handle the conditional distribution in (4). Difficulties arise when dealing with the conditional distribution of θ given β and Y∗ . The joint density of (Y∗ , θ, β) can be written as  yi  1−yi n  Y 1 exp(β ⊤ xi ) , f (y∗ , θ, β) = f (β) ⊤x ) ⊤x ) 1 + exp(β 1 + exp(β i i i=1 for



(5)



Pn



yi = y∗ , and the joint density is 0 otherwise. If Y∗ = k is observed,  there are nk possible θ vectors with k of 1’s and n − k of 0’s. i=1



We will now illustrate how to “trick” standard MCMC software into fit-



ting our model without having to explicitly specify the complicated conditional distribution of θ given β and Y∗ . Suppose that we pretend as if θ were a discrete parameter whose prior distribution is the discrete uniform  distribution on the nk possible vectors. Suppose also, that the right side of



(5) specifies the conditional density of (Y∗ , β) given θ. Then the conditional



density of β given (Y∗ , θ) is still given by (4). Furthermore, the conditional distribution of θ given (Y∗ , β) is a discrete distribution with probabilities



7



proportional to  yi  1−yi n  Y exp(β ⊤ xi ) 1 , 1 + exp(β ⊤ xi ) 1 + exp(β ⊤ xi ) i=1 for those θ vectors such that



Pn



i=1



yi = k.



(6)



But (6) is proportional to



precisely the same conditional distribution of θ given (Y∗ , β) that would be obtained from (5) without the “trick”. The “trick” described above will allow us to make use of a user friendly package for Gibbs sampling such as WinBUGS (See for example, Lunn et al. (2000) and Spiegelhalter et al. (2003)). 4.



Applications



In this section, we provide empirical evidence of the performance of the proposed method by applying it to simulated data and one real data set. In the simulation study, we show that the Bayesian estimates of the slope and the intercept for linear logistic regression from the proposed method with incomplete data are comparable with those from the standard methods – namely, two approaches to ordinary Bayesian logistic regression models; one based on full data and the other using averages as the aggregate information based on incomplete data, of which model is based on binomial observations rather than Bernoulli observations, as considered in Choi et al. (2004). In particular, we illustrate in the simulation study that our proposed method perform as good as the standard method based on full data and outperforms the standard method using averages as the aggregate information. In the application to real data, we treat the case of real data from one laboratory dose-response study, which contains only partial information about individual occurrences of a specific tissue change characteristic of a potential 8



disease state. 4.1 A Simulation Study Two simulation studies are performed to evaluate the performance of the proposed method compared with two standard Bayesian estimates for logistic regressions. The two standard Bayesian estimates are from one using full data based on Bernoulli random samples and the other using aggregate data based on sums of Bernoulli random samples, i.e. Binomial random samples. Recall our problem described in Section 1. Under the linear logistic regression model as in (1) and (2), where the complete data, {(Yi , xi )}ni=1 are available, we consider two simulation studies. In each simulation study, Bayesian estimates of the intercept and the slope are derived in three different methods on the same data. First, based on full data as Bernoulli observations, we consider the ordinary Bayesian logistic regression for Bernoulli data. Second, based on P incomplete data assuming that only i Yi is available, our proposed method is considered. Finally, based on the same incomplete data as the second case, we consider the ordinary Bayesian logistic regression for Binomial data. Specifically, in each simulation, we consider J blocks of Bernoulli trials. In jth block, j = 1, . . . , J, we generate n Bernoulli trials, {Yij }ni=1 , with parameters, {πij }ni=1 , explained by the logistic regression model with covariates, {xij }ni=1 , when the slope and the intercept are known. The covariate values, {xij }ni=1 , are sampled from a uniform distribution in the suitably chosen interval. Based on these observations, {(Yij , xij )}ni=1 , j = 1, . . . , J, first we estimate two parameters, α and β, using the posterior sample means from the simple logistic regression model based on full data. Next, we assume that individual 9



Bernoulli trials, {Yij }ni=1 , in each block are missing except for the aggregate P information, ni=1 Yij . Based on this incomplete information, we estimate



the parameters using the proposed method. Finally, under the same assumpP tion that the aggregate information, ni=1 Yij , is available, we also treat the P covariates aggregated as ni=1 xij /n and consider the situation as if binoP P mial observations, {(Yj∗ , x∗j )}Jj=1 , where Yj∗ = ni=1 Yij and x∗j = ni=1 xij /n.



From this setup, we estimate two parameters α and β, using the posterior sample means from the logistic regression model for binomial experiment, called Average method. Under these three approaches, we obtain posterior samples of parameter estimates and examine the performance of the proposed method by compar-



ing the prediction plots of α and β from the proposed method, with those from two methods under consideration. For this purpose, we consider a response probability functions for the linear logistic regression model: logit{π(x)} = −5 + 2.5x.



(7)



For the response probability in (7), two sets of simulations with the same sample size, 50, J = 5 and n = 10 are considered. Two sets of simulations are considered with two different schemes of spreading covariate values. Specifically, one simulation that we set up has J blocks of data with the property that the covariates from distinct blocks do not overlap. Specifically, the covariate values in jth block, j = 1, . . . , 5 are sampled from a uniform distribution in the interval (j −1, j), denoted Scheme A. On the other hand, the other simulation has J blocks of data with the property that the covariates from distinct blocks are widely spread and even they overlap one another in distinct 10



blocks. Specifically, the covariate values in 5 distinct blocks are sampled from a uniform distribution in the interval (0, 3), (0.5, 3.5), (1, 4), (1.5, 4.5) and (2, 5), respectively. We denote this scheme Scheme B. Under this covariate sampling scheme, the result from the simulation shows the proposed method outperforms the method using averages based on binomial experiment. For the Bayesian estimates , we consider 2000 MCMC samples after 20000 iterations for burn-in. Based on this 2000 MCMC samples, we draw prediction plots from two simulation schemes, Scheme A and Scheme B as in figures 1 and 2. [Figure 1 about here.] [Figure 2 about here.] As explained above, in these two different simulations, we used the same model as in (7) with covariate values sampled from different sampling schemes. Note that Scheme A helps make the probabilities for the different blocks sufficiently different because covariate values in the different blocks do not overlap and are not spread much compared Scheme A so that almost any method of estimation will be expected to provide reasonable estimates with enough data. This reasoning goes well with the resulting prediction plots that are similar to one another and thus show good performance of both the proposed method and the average method. However, if we use Scheme B, where the covariate values are not only sampled from more spread distribution than Scheme A and but also overlap one another, we have notable differences in the prediction plots as shown in Figure 2. In particular, Figure 2 illustrate that the proposed method is more similar to the prediction plot from 11



the full data than the prediction plot from the average method and the proposed method outperforms the average method. Hence, from this simulation study, we could conclude that the proposed method performs satisfactorily and the proposed method can be used as an alternative when the aggregate information is only available. 4.2 Application to a dose response study In this section, we apply our proposed method to the data from a dose response study for laboratory animals performed in Springborn Laboratories Inc. (1998). The Springborn study (Springborn Laboratories Inc., 1998) was a 90-day study of the effects of ammonium perchlorate (NH4 ClO4 ) on the thyroid system of laboratory rats. The study was part of a bioassay testing strategy that consisted of oral administration of ammonium perchlorate via drinking water to male and female Sprague-Dawley rats. The rats were dosed for up to 90 days, with a 30 day recovery period for some of the rats. Several endpoints were measured at three different time points (14-day, 90-day and 120-day) and thyroid hormone analyses were performed at the 14, 90, and 120-day sacrifices. In each laboratory experiment of the 14-day and 90-day sacrifices, 120 Sprague-Dawley rats were divided into 12 groups of 10 rats each. There were 6 groups of males and 6 groups of females. Each group received one of the following six doses of ammonium perchlorate in the drinking water: 0, 0.01, 0.05, 0.2, 1.0, and 10 mg/kg-day (Springborn Laboratories Inc., 1998). Measurements were taken of the concentration of several thyroid hormones in the blood and, among these thyroid hormones, our main interests are in the effects of perchlorate on T3, T4 and TSH. The other important endpoints were 12



histopathology endpoints of the thyroid that included the incidence of colloid depletion, hypertrophy and hyperplasia. The histopathology measurements were reported as the numbers of incidences out of the (usually ten) rats in each dose group. In this study, assays for T3, T4, and TSH were performed and histopathology endpoints were measured. Crofton and Marcus (2001) reanalyzed the original data and report the checked data for T3, T4, and TSH, and we used this as our source of data for the blood hormone endpoints. The thyroid histopathology, as reviewed and reported by the pathology working group (PWG), can be found in Wolf (2001). We used these results as our data source for these endpoints and summarized in Table 1. [Table 1 about here.] Among these histopathology data in Table 1, we are interested in predicting the incidence of hypertrophy (HT) from the combination of both dose and T4. We fit a logistic regression model for the probability of HT explained by dose and T4 level. The response variables are the incidences of HT and the explanatory variables are dose level and the amount of T4 (after a logarithmic transformation). The data on HT are available only as counts within each group and dose level is measured by group, whereas T4 is measured on each individual rat. Because one explanatory variable (T4) is known separately for each rat, special attention is needed when T4 is used as a predictor. One possible scenario is to use the average method by taking the average of the ten T4 values for each group, considered in Choi et al. (2004). The use of the average for different dose groups might be a suitable choice as predictors but it lacks statistical reasonings and needs further statistical investigation. In addition, since this approach can only make use of 13



sparse information in the current study. Using 6 observations, six pairs of dose and T4 with the corresponding binomial random responses, the resulting estimates turned out not to be stable and to have high standard errors as appeared in Choi et al. (2004). Here, we apply our proposed method to estimate the logistic regression model for HT based on the combination of both dose and T4 as in the following model structure. logit(πi ) = α + β1 dosei + β2 log(T4i ), i = 1, . . . , 60



(8)



We used the following noninformative prior distribution for α, β1 and β2 with some constraints.



   α ∼ N 0, 103 , β1 ∼ P N 0, 103 , andβ2 ∼ N N 0, 103 , where the distribution denoted P N is a conditional normal distribution constrained to be nonnegative, and the distribution denoted N N is a conditional normal distribution constrained to be nonpositive. These constraints on the slopes were put according to experts knowledge that HT is known to increase with dose and to decrease with T4. The Bayes estimates of three parameters in the model structure of (8) from both methods, the proposed method and the average method are summarized in Table 2. Specifically, we consider three cases in the analysis : female rats in 14 day study, female rats in 90 day study and male rats in 90 day study. We do not include the case of male rats in 14 day study because of the considerable discrepancy in the two data sources, Crofton and Marcus (2001) and Wolf (2001), about the number of observed T4 values for rats in Crofton and Markcus (2001) and the number of rats for HT in Wolf 14



(2001). This discrepancy could be overlooked in the previous analysis (Choi et al., 2004) based on the average method. Thus, we provide posterior mean and the standard error based on 2000 MCMC samples for three cases in the below. [Table 2 about here.] As shown in Table 2, we can see that the proposed method provides more reasonable estimates than the average method. In particular, in the cases of female rats in 14 day study and male rats in 90 day study, where the number of the observed HTs are increasing as in Table 1, the corresponding Bayes estimates based on the proposed method (A*) become more stable than those from the average method (B*). Hence, these results from real application indicate the merit of our proposed method in addition to the simulation results in the previous section. 5.



Conclusions



In this paper, we have proposed a Bayesian procedure to make inference about the parameters of a logistic regression model for independent Bernoulli populations when we only observe the sum of independent Bernoulli trials. The proposed procedure is based on a Bayesian approach through an MCMC method, which is a Gibbs sampler with Metropolis-Hastings algorithm by treating missing individual observations as additional parameters to be estimated. The MCMC method is implemented via WinBUGS. We then apply our proposed method to a simulation study and a real data from the Springborn 90-day study of Springborn Laboratories Inc. (1998). The estimates from the proposed procedure for linear logistic regression were comparable 15



to those from two traditional methods when complete data is available. In addition, the proposed procedure could provide reasonable estimates of interest with the presence of only aggregate data, in which parameters are not estimable based on the existing methods. Statistical inference on incomplete or sparse information, particularly in the area of dose response studies for dichotomous observations, might be a common but serious problem. Our proposed method can handle this question through a novel but straightforward Bayesian approach. The underlying idea for our Bayesian approach can be applied to other similar problems to the situation of the incomplete information under different model structures. Acknowledgements The part of this work was originally supported by US EPA Offices of Research and Development National Center for Environmental Assessment. The project title was Development of Bayesian Updating Techniques to Incorporate Mechanistic Information Across Species. Grant Number : EPA award number R-82954701.
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Figure 1. The response probability of (7) under sampling Scheme A. Solid lines are means, dashed lines are medians of the 2000 MCMC simulations. The first plot is based on the proposed method, the second plot is based on full data and the third plot is based on Average method. Dotted lines show pointwise 90% credible intervals for the response probability.
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Figure 2. The response probability of (7) under sampling Scheme B. Solid lines are means, dashed lines are medians of the 2000 MCMC simulations. The first plot is based on the proposed method, the second plot is based on full data and the third plot is based on Average method. Dotted lines show pointwise 90% credible intervals for the response probability.
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Table 1 Histopathology data from Wolf (2001). Here, n stands for the number of rats with observed hypertrophy



dose 0 0.01 0.05 0.2 1.0 10.0



14-day Female Male n HT n HT 10 1 7 4 10 1 10 5 10 0 10 5 10 0 10 3 10 1 10 7 10 8 9 5
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90-day Female Male n HT n HT 10 0 10 1 10 0 10 2 10 3 10 0 10 2 10 2 10 1 10 3 10 5 10 8



Table 2 Posterior sample mean and the standard error of the intercept, α, and the slopes, β1 for dose and β2 for log T4 female and male rats in Springborn 90 day study from Springborn Laboratories Inc. (1998) using two different approaches : A*=Bayes estimates based on the proposed method, B*=Bayes estimates based on the average method using average of ten T4 values in each group as in Choi et al. (2004).



A* B*



A* B*



A* B*



Female rats in 14 day study α β1 β2 mean S.E. mean S.E. mean S.E. 1.695 3.627 0.4208 0.1167 -3.321 2.559 3.362 4.613 0.3942 0.1217 -4.44 3.186 Female rats in 90 day study α β1 β2 mean S.E. mean S.E. mean S.E. 5.931 4.702 0.1503 0.0856 -6.778 3.96 5.394 4.022 0.1341 0.079 -6.104 3.31 Male rats in 90 day study α β1 β2 mean S.E. mean S.E. mean S.E. 1.542 2.421 0.2798 0.1099 -2.521 1.824 1.708 2.67 0.2711 0.1138 -2.623 1.99
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